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Abstract

FRONT VOWEL APERTURE AND DIFFUSENESS
IN MIDWESTERN AMERICAN ENGLISH

By James Alexander Reeds II

The problem is how best to describe acoustic
phonetic differencesbetween the front vowels of Midwestern
American English so as to account for phonetic data in
phonemic analysis. T

The dissertation outlines a rationale for the
inclusion of experimental phonetics within the natural
sciences and for incorporating phonetic data in statements,
on a higher level of abstraction, within the science of
linguistics. A list of assumptions is provided which might
govern the mapping of phonetic data onto phonemic descrip-
tions. An undéerstanding of the meaning of phonetic
similarity is crucial.

Following Malmberg (1962), several levels of
abstraction in phonological analysis are discussed in an
attempt to show how one kind of acoustic phonetic research
relates to phonemics.

Phonetic characteristics as described in
traditional terms are compared with acoustic phonetic
parameters involving the first two formant frequencies.
An experiment in the description of Midwestern American
English front vowels is outlined. Two new parameters are
proposed: diffuseness and aperture.

Diffuseness is defined as the logarithm to the
base two of the ratio between the second and the first
formants. Aperture is an oblique distance in logarithmic
F Fl space beiween an arbitrary reference point and an
eiperimental point. For a given set of data, measurement
is made along an empirically derived standard aperture line
of slope m and intercept b, according to the formula

where x is the ratio in octaves between the frequency of the
second formant and an arbitrary reference frequency, and y is



the ratio in octaves between the frequency of the first
formant and a reference frequency. The standard aperture
line for the present corpus of closed monosyllabic words
had a slope of ca. -3.

Several hundred samples of a selected list of
words were analysed spectrographically, the formants were
measured to a high degree of accuracy, and the resultant
data were processed by a digital computer to give plots and
tables 0f changes in diffuseness and aperture.

The results showed that the vowels of meat, mate,
mitt, and mat increased in aperture and decreased in diffuse-
ness in the stated order. The conclusion is suggested that
on a higher, i.e. phonemic, level of abstraction, the vowels
of meat and mitt (or beat and bit, peach and pitch) are not
similar.
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Chapter 1. Introduction

Experimental phonetics and linguistics

The present dissertation in linguistics is a
laboratory investigation of a certain problem in phbnet-
ics. One approach that might be appropriate would be to
identify the frame of reference within which a solution
to the problem is sought, before the problem is discussed
in detail. An attempt is made here to distinguish
between two branches of phonology, namely phonetics and
phonemics.1 Phonology ié conceived of as a set of patt-
erns of linguistic behavior. In broad terms, the observa-
tion and description of linguistic behavior is seen as
an empirical science sharing certain features with other
empirical sciences of human behavior. Explicit defini-

tions of the terms phonemics, linguistics, linguistic

behavior, human behavior, and empirical science ‘are not

attempted here. The scope of inquiry is delimited

instead by a set of assumptions below, some of which are

intended to apply to human behavior generally and some

to the more restricted area of phonetic behavior.

1'l‘he present use of the term phonology, although
common enough in linguistics, is not the only use of the
term.



It should be borne in mind that the dissertation
is intended primarily as a contribution to the field of
phonetics rather than phonemibs. The conclusions are, to
be sure, offered in a form that might facilitate applica-
tion to various models for the phonemic analysis of
English, but the details of that application are left to
the reader.

It would seem that the role of instrumental
experimental phonetics within linguistics does not lie in
the mere collection of facts about speech. To the extent
that phonetics is a natufal science (Trubetzkoy, 1929),
1ts purpose is the formulation of scientific generaliza-
tion based on objective observation and, where appropriate,
measurement (Campbell, 1919). Further constraints apply
to the science of linguistics generally and to its various
branches. In particular, there is one constraint under
which linguists, if not other scientists, must operate:
that differences in form must be related to differences
in function, and the strategy of observation, if not the
statement of description, must proceed in that order,
form before function. Pursuing the view expressed above,
it is held in this dissertation that the task of the
phonetician is three-fold: 1. to accumulate, by whatever
means avallable, whatever facts are needed to demonstrate
what systematic differences in speech form are associated

with distinctions in language function; 2. to discover



and identify those distinctions in language function, i.e.
oppositions between phonemes or contrasts within (short)
strings of phonemes; and 3. to state those differences in
form and distinctions in function in an ieconomical way
that does not violate the evidence at hand. The means
available to the phonetician are introspection and subjec-
tive observation if necessary, but verifiable experiment
-with instrumental measurement if possible.

The existence of differences in speech implies
opposition with similarity (Bloomfield, 1926). The
phonemes of a language are a small set, called a paradigm,
of discretely distinct oppositions, each one of which can
be thought of as differing absolutely from all others in
the paradigm. The foregoing statement, although implicit
in some definition of the term phoneme, is not intended
as a complete definition. According to Bloomfield (1926),
"Such a thing as a 'small difference of sound' does not
exist in a language." By one or another of several sys-
tems of criteria, all of which pefhaps need not concern
us here, the sounds of a language are conceived of as
being in relation to the paradigm of phonemes of that lang-
uage. There is, however, one linguistic criterion of
phonemic analysis indispensible to the phonetician, namely

the concept of phonemic distinctiveness (or non-distinc-

tiveness), usually called phonetic dissimilarity (or



phonetic similarity).2 Unfortunately, a scientifically

rigorous definition of "phonetic similarity" has not been
proposed in the 1iterature (Bloch, 1941; Austin, 1957).
The following list of assumptions is intended in part as
an dpproach to a definition of phonemic distinctiveness

arising from phonetic dissimilarity.

Assumptions

Bearing in mind the danger of confusing levels
of abstraction in phonological analysis, the following
assumptions are made:

Assumption 1. Phonetic behavior is not com-

pletely random but partly random and partly patterned
(partly predictable).

Assumption 2. Certain kinds of phonetic events

are more patterned than others, due both to phylogenetic
and to cultural factors. That is to say, certain kinds of
phoné%ic behavior are more predictable than others. It is
sometimes suggested, e.g., by Twaddell (1935), or by Bloom-
field (1933), that the human speech organs are capable of
an almost infinite variety of sounds. A more complete
statement would note that although nearly any sound is

possible, some sounds are, for purely phonetic reasons,

2An attempt is made here to keep physical
(phonetic) and functional (phonemic) nomenclature separate,
following Malmberg (1962). See the next chapter.



considerably less likely than others. This phonetic patt-
erning is, of course, in addition to whatever phonemic

patterning exists in the language.

Assumption 3. Similarities and dissimilarities

within and between sub-classes of phonetic events can be
expressed either qualitatively or quantitatively. No a
priori advantages attach to either, That expression of
phonetic dissimilarity or similarity is best that in the
end accounts for all the important differences in the
most economical way.

Assumption 4. Dissimilarities in phonetics

stated quantitatively can be expressed in any convenient
parameter. All measurement in phonetics can be said to
be derived measurement, that is to say every quantitative
phonetic parameter is an expression of a function of var-
iability in more than one mode, or domain (Campbell);

One parameter is chosen in preference to another because
it is in some way consonant with some theory of phonetic
variability. The price paid for simplicity of parameter
might well be an excessive complexity of results.

Assumption 5. More than one parameter is needed

to describe all phonetic dissimilarities in the language
and no one parameter is useful in describing all phonetic
dissimilarities in the language.

Assumption 6. The variabilities in the various

parameters are neither constant nor equal. For example,



phonetic dissimilarity in a certain parameter is not
always equally apparent, but may exhibit differing patt-
erns of applicability, depending on the phonetic envir-
onment. Similarly, within the linguistic structure, the
relevance of a feature of distinctiveness is often syn-
tagmatically conditioned. Such a feature, being phonemic-
ally relevant in some context but being rendered irrel-
evant in a portion of a particular string, is said to be

neutralized in that portion of that string (Trubetzkoy,

1936).

Assumption 7. Of the two or more parameters
chosen to describe a certain pattern of phonetic dissim-
ilarity, if one is found to be more useful than the others,

then the others are said to be redundant. Such parameters

may or may not be related to each other as simple trans-

formations.

-

Assumption 8. Patterns of perceptual response

may be correlated with phonetic (acoustic or physiologi-
cal) patterns. Negatively stated, no putative pattern
of phonetic similarity or dissimilarity can be 1ingﬁisti-
cally useful if it can be shown that native speakers are |
_not responsive to alleged differences in the parameter
in question. The person to whom one is speaking cannot
respond to a stimulus he Qannot perceive.

The import of Assumptions 5, 6, 7, and 8 is

that phonetic description need not be total to be useful.



Whereas a phonemic paradigm must be complete, it is held
here that under the above assumptions, phonetic descrip-
tion can be carried out eclectically on a portion of the
phonetic events in the language, with apprbpriate note
taken of the similarities and differences within sub-
classes and between sub-classes of phones.

The portion of the English language to be de-
scribed in the present experiment was chosen in such a way
as to increase the likelihood of maximal phonemic variety.
The plan forrﬁhe present experiment provided for investi-
gation of those vowels least subject to neutralizations.
Previous studies indicate that front vowels in closed
stressed syllables, before single consonants excluding =-r,
would provide a field sufficiently rich to yield data use-
ful for a phonemic analysis. Further information on the

experiment itself will be included in chapter 3.

Phonetic dissimilarity and phonemic distinctiveness

With the above assumptions in mind; satisfactory
answers to the following questions will serve to establish
working definitions for the phonetic concepts of similarity
and dissimilarity, and for the analogous phonemic concepts
of non-distinctiveness and distinctiveness.

1. With respect to what phonetic parameters are the
sounds in question similar or dissimilar?

2. What are the-patterns of phonetic similarity or



dissimilarity?

3., What is the evidence that a speaker is able 1o
perceive and to respond to variability in the parameters
in question? -

4. What are the phonemic patterns relating features
of distinctiveness to each other and to the phonetic
patterns?

5. How are the patterns of phonemic distinctiveness
best incorporated in a complete phoneme paradigm in such a
way as not to obscure any important information about the
phonology of the language?

In investigating the front vowels of Midwestern
American English, answers to the first two questions will
be attemp;;d in this dissertation in an experiment to be
outlined in chapter 3. The first two questions are purely
bhonetic in nature. The third has to do with the relation-
ship between perceptual psychology and phonetics. Import-
ant though this area is for the general phonological
theory referred to here, the present experiment did not
involve the correlation of acoustic data to perceptual data.
The fourth question combines phonetics and phonemics. The
last question, involving those criteria of phonological
analysis that are extra-phonetic, lies therefore béyond
the scope of this dissertation. The discovery or devising
of a phonemic paradigm involves, moreover, the considera-

tion of all available phonetic patterns, both paradigmatic



and syntagmatic.

Plan for the dissertation

The dissertation will consist of five chapters.
After the present introductory chapter will follow a chap-
ter on levels of abstraction in phonological analysis.
Chapter three will be on the experimental plan in detail,
including a discussion of the chosen acoustic phonetic
parameters. The fourth chapter will concern the accuracy
of the measurements reported in the dissertation. Chapter
five will be a report on the results of the experiment,
together with an indication of how the acoustic phonetic
data presented in this dissertation might be applied in a
phonemic analysis of Midwestern American English. Append-
ed material will show the computational program that has
yielded the acoustic phonetic results, together with
tables of those results. A bibliography, not to be comm-
ented on elsewhere in general terms, will include sources
that have been useful in the preparation of this disserta-
tion. Items included will relate to the areas of linguis-
tic theory, phonetics, speech perception, automatic speech
recognition, measurement theory, and psychophysical scaling.

No attempt is made at a classification of bibliographical

sources because of a considerable overlapping of categories.
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Summa.ry

A rationale for the inclusion of experimental
phonetics within the natural sciences and for incorp-
orating phonetic data in statements, on a higher level
of abstraction, within the séience of linguistics is out-
lined. A list of explicit assumptions is provided which
might govern the mapping of phonetic data onto phonemic
descriptions. An understanding of the meaning of phonetic
similarity, as properly so called, and of the analogous
but by no means synonymous phonemic non-distinctiveness
is crucial. A relationship is outlined between acoustic
phonetic patterns and phonemic patterns in the solution

of a problem in the phonology of Midwestern English vowels.



Chapter 2. Levels of Abstraction

The article by Malmberg (1962) on levels of
abstraction in phonetic and phonemic analysis 1is extended
and applied to the problem at hand. Several methods can
be devised for isolating levels of phonological abstract-
tion, such as the four levels listed by Malmberg himself.
In pointing out that the choice of leveis»is t0 some
extent at the discretion of the phonologist, Malmberg
nevertheless warns his reader of the dangers in a bipart-
ite division into phonetics and phonemics, and against
characterizing some of his lower levels as phoégtic and
therefore completely non-phonemic (223). A progression
of successively more functional (i.e. phonemic) levels of
abstraction is proposed here, differing in the scope of
inquiry, from a single utterance by one speaker on the
lowest level to all possible utterances by all speakers
of all languages on the seventh and highest level. The
seven levels differ from lowest to highest in successively
more paradigmatic parsimony, more generalization,‘more
reliance on syntagma, more "hocus-pocus" (Householder,
19523 1965).

1. On the lowest level of phonological abstrac-

tion is the phonetic description of unique phonological

11
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events, limited to the detailed portrayal of a single in-
stance of the utterance of a particular short string of
speech tokens. On this lowest level there is no considera-
tion of oppostion between members of a paradigm, for there
is no paradigm without generalization. Similarly there is
no syntagmatic contrast. The technique of observation and
description involves physidal measurement by laboratory
instruments. The material being observed might be short
segments of tape, small portions of spectrograms, or x4ray
film. On this 1evéi there can be theoretically no correla-
tion between form and function, as differences in function
are not yet known and differences in form are just emerging,
to appear on the second level. In actual practice, as
Malmberg points out, there can be no meaningful descrip-
tion of speech tokens without relation to speech types.
This first level is included here merely for the sake of
completeness.

2. On the second level of phonological abstrac-
tion is comparison between two or more speech tokens as
above, from the speech of one speaker, or by extension,
from the speech of a small group of speakers. The purpose
of description on this level is the collection of data to
be used in establishing phonetic equivalence classes. The
tokens can be segmented on this level, that is, they can
be contrasted with each other so as to show what are

strings of events and what are elongations of single events.



13

At the same time, opposition between phonetic events can
be shown. In other words, the tokens can be classed into
types. Given enough tokens, a phonetic paradigm can be

established for a portion of the speech of a speaker. A

complete phonetic paradigm would be an exhaustive list of

the types of phonetic events in one variety of speech.

‘The description of the items in the paradigm can be carried
out on any appropriate level of phonetic abstraction. In-
cluded are all phonetic equivalence classes observable by
whatever means. The only requirements on this second

level are: that judgements be made, presumably relying
mostly on objective measurement, as to the randomnesses

and patternednesses of the tokens; that tokens showing

the same patterns (i.e. differing only randomly) be classed
together; and that all tokens in that portion of that vari-
ety of speech be fit into some class. Randomness in phonet-
ics is of two sorts: in the first place the variation
between the two events may be so slight as not to be not-
iced, because of the relative imprecision of the measuring
device, because of an organically conditioned low hearing
acuity of the listener; and in the second place the observ-
er may notice a particular variation between events, but in
an act of personal participation in the observation process,
he may deliberately intervene to judge the two events to be
just randomly different and therefore equivalent. Of

course it is not possible for a phonetician to eliminate
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entirely this intervention. Even on the lowest level of
phonetic abstraction, by the choice and design of in-
struments and by the particular technique of observation
employed, he tacitly arranges to record certain data and

to ignore others. It can perhaps be doubted that a phonet-
ician can ever completely set aside his previous phonolo-
gical and other linguistic experience when he makes phonet-
ic observations. The question is not whether there ére
phonemic prerequisites to phonetic analysis but how aware
the phonetician may bé of his intervention, bias, and
previous experience.

The phonetic paradigm established on this level
is far longer than the inventory of special phonetic sym-
bols customarily used in detailed dialect study unaided
by laboratory instruments for analysis. Indeed, on this
second level of phonetic abstraction it is best not to
think in terms of symbols but rather in terms of detailed
descriptions of events accompanied by tables of measure-
ments.

%3, The third level of phonological abstraction
can be called the level of narrow phonetic transcription
of all utterances that occur in a dialect of a language.
The large number of types of phones of the second level
are replaced here on the third level by the several do-
zen of practical significance. The phonetic paradigm used

for a narrow transcription is limited to an enumeration of
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those sounds that the unaided, albeit highly trained,
phonetician's ear can distinguish. Various systems of
‘narrow phonetic transcription, such as the alphabet of the
International Phonetic Association; are, to be sure, often
extended to encompass a variety of possible nuances of
pronunciation, depending on phonetic environment, dialect,
and style of speaking. No system of discrete transcription
can, however, show all differences. At the third level of
phonological abstraction the phonetician records what is
under the circumstances possible and necessary. The types
of phones in thevﬁéradigm are on this level the allophones
of the language; as applied to a particular dialect.

A narrow phonetic transcription involves quite
probably a considerable phonemic bias: the phonetician can
only hear what he has trained himself to hear and that
training includes the phonemic pattern of his own dialect.

At the third and higher levels of phonological
abstraction are the distinctive features, as that term is
used by Jakobson, Fant, and Halle (1952). The strategy of
distinctive-features linguistics is to procede in the
opposite direction from that represented here. Under

Halle's Condition 4 (1959: 24), that "the phonological

description must be appropriately integrated into the
grammar of the language," the process of specification of
the segments of the language begins with the sentence. The

grammar, according to that school, is a set of instructions
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for specifying on successively lower levels what general
symbols can be replaced by what more specific rules, until
the lowest level is reached: that of irreplaceable terminal
strings, called segments (i.e. "phonemes") with their
boundaries, or matrices of distinctive features. The reas-
on for this difference in linguistic strategy is not pert-
inent to the problem at hand. One effect of the different
approach to linguistics represented by distinctive features
should be pointed out however. If, as has been suggested
by Halle (1959: 24), the phonology should not include

rules for inferring the pronunciation of any speech évent,
then the field of scientific phonology for a distinctive-
features linguist is restricted to the third and higher
levels of abstraction, at the very lowest.

4. The fourth level of abstraction in phonology
is the level of broad phonetic transcription of all possible
utterances in a dialect of a language. The term "broad
transcription" is admittedly not amenable to exact defini-

tion. Daniel Jones, in his Outline of English Phonetics

(pp. 51, 332), indicates that the aim of broad transcript-
ion is to "represent only the phonemes of a language, using
for this purpose the minimum number of letter shapes of
simplest Romanic form ..." Aé the meaning of "broad trans-
cription" depends then on the meaning of "phoneme", and

as in the appropriate passage in Jones' The Phoneme, that

term is explained rather than defined (pp. 7, 8), we are
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left with the feeling that "narrow" and "broad" are rel-
ative terms, whose utility is governed by the practical
application to which they are put. Jones follows the
tradition of Sweet (1877), to whom he makes acknowledgement.
Despite its relative imprecision, the term
"broad transcription" is clearly seen to lie on a higher
level of abstraction than "narrow transcription", both in
terms of paradigmatic parsimony and in terms of scope of
inquiry or application to a variety of possible utterances
in the dialect (Jones, 1955: 13fn, 51 fn).
5. If, in spite of Malmberg's caution (1962),

a division were made between phonetics and phonemics, that
division would be at the fifth level of abstraction. In

-~ differentiating between "broad phonetic" and what is refer-
red to here (reluctantly) as "narrow phonemic", there is
a danger of unnecessary proliferation of terms. In prac-
tice the resultant paradigm and syntagmatic rules might
well be simila;'in size and scope. Indeed, British
phonologists often use the terms "broad phonetic" and
"phonemic" synonymously (Jones, 1956: 332), There is,
however, an important theoretical distinction to be-drawn
between phonology on the fourth and on the fifth levels.—
The term phoneme is usually interpreted by linguists in
America and on the European continent as a set of relation-
ships: invariant oppositions and contrasts, in other words

a theoretical construct, an abstraction, even a fiction.
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Phonetics on the other hand, by which is included for the
present purpose much of what is covered in Jones' The

Phoneme (1950), deals with sounds and how they are class-
ified into families, whether they are "principal members:

or subsidiary members." (The Phoneme: 8). The term "phoneme"

as it has been borrowed in America by psychologists and
others outside the field of linguistics tends to mean a
set of relationships (fifth level). Both phonetics and
phonemics deal with form and function, but in phonetics
the emphasis is on formal differences, whereas in phong@ics
it is the distinctions in function that are emphasized.
To generalige, at some risk as noted above, phonetiés deals
with concrete sounds, phonemics with abstractions about
systems of distinctions. This dissertation is concerned
with the (phonetic) description of concrete sounds.
Phonemic systems may differ, as do phonetic
systems as well, with respect to paradigmatic parsimony
and scope of inquiry. What is meant here by "nérrow
phonemic" is a system with a relatively larger paradigm.
The scope of inquiry is limited to just those utterancés
attested in a particular language. Examples are the
systems of Kurath (1961) and Fries (1945) for English.
6. The sixth level of phonological abstraction
is the level of "broad phonemic" systems whose scope of
inquiry is all possible utterances in a language, including

dislectal and stylistic variations. The relatively greater
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paradigmatic economy of such systems is offset by less
economy of syntagma. Such a system may be constructed on
‘the basis of essentially the same set of postulates or
other general theoretical considerations as a narrow
phonemic system for the same language. The difference in
such a case might be attributable to a different strategy
for the application of those general considerations.
Another difference between a phonemic system of the fifth
level and one of the sixth level is that as distributional
criteria, important as they may be on lower phonological
levels, take on even more importance as the level of ab-
straction increases. Congruity of pattern tends to apply
more to syntagmatic pattern on the sixth level than it
does on the fifth level.

As Halle points out, it is always possiblgﬁto
reduce the paradigm to a 1imit, in the trivial case, of
two "phonemes." (1959: 22). Each paradigmatic reduction
imposes more syntagmatic elaboration and 1essrconcrete
phonetic detail: in sum, more abstraction.

7. The seventh level of phonolog{ggi abstraction
is the highest level of linguistic analysis that relates
sound form to sound function. The scope of inquiry is all
possible utterances by all speakers of all languages.
Glossematics represents the mosf abstract approach to pho-
nology, followed closely by the Prague school, as exempli-
fied by Trﬁbetzkoy's Grundziiee (1939) and its outgrowth in
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Jakobson's distinctive-features analysis (Jakobson, Fant,
and Halle, 1952). The subtitle of Hjelmslev and Uldall's
"Outline of Glossematics,"” (A Study in the Methodology of
the Humanities with Special Reference to Linguistics),
would indicate the high level of abstraction of that school.
Uldall, in referring to glossematics, explains that
The algebra we have presented here, in

Part I, is universal, i.e., its application is

not confined to materials of any particular kind,

and it is thus not specifically linguistic, or

even humanistic, in scope or character, though

our main purpose in designing it has been to pro-

vide for the description of linguistic and other

humanistic materials. (Hjelmslev and Uldall,
1957: 86)

Chomsky and Halle indicate that the level of abstraction
of their kind of grammar is high enough to encompass sen-
tences, but no higher (1965: 97-98).

The foregoing account of levels of abstraction
in phonology has not included Pike's school of linguistics.
Tagmemics is designed to handle linguistic (or other be-
havioral) relationships at all levels of abstraction.

The activity of man constitutes a struc-

tural whole, in such a way that it cannot be
subdivided into neat "parts" or "levels" of
"compartments" with language in a behavioral
compartment insulated in character, content,
and organization from other behavior. Verbal
and nonverbal activity is a unified whole, and
theory and methodology should be organized or
created to treat it as such (Pike, 1954: 2).
The strategy of tagmemics is to specify the level of ab-
straction at every point in the description of the language.

It is thus unnecessary to consider tagmemics exclusively
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in connection with any one level of phonological abstraction.

The attempt has been made here to outline one possible
scheme for characterizing phonological descriptions with
regard to their differing levels of abstraction. This
scheme has taken into account differences in scope of
inquiry, in paradigmatic economy, and in generalizability.
The present dissertation is seen as an experiment primarily B
on the second but also on the third level of phonological
abstraction: the level of detailed description of a small
number of speech samples and the level of narrow phonetic.
transcription of a dialect. The purpose of this brief note
on phonological abstraction has been to avoid the kind of
error Malmberg has reference to when he points out that

Numerous mistakes in traditional phonetics

have been due to a confusion of levels of ab-

straction. The scholar is free to choose the

levels he prefers and finds suitable for his

purpose. No level is scientifically better than

any other. The choice of level is never a method-

ological mistake. The confusion of levels always
is (1962: 241).



Chapter 3. The Experiment

In this chapter will be discussed the corﬁus
under investigation, the parameters measured in the corpus,

and the techniques of measurement and computation.

The Corpus

On a broad phonetic level of abstraction, the
utterance of a closed monosyllabic word of the type under
investigation in the present experiment is considered to
have a certain phonetic structure, as follows. Each such
word is realized as a syllable within Hockett's meaning of
the term (1955: 51-64, 223). Each syllable has a vocalic
nucleus, which is a phonetic event or short‘string of
phonetic events, probably not more than two, namely a
vowel alone or a vowel followed by a semi-vowel or semi-
vocalic offglide. It is not known that any phonetician
proposes a phonetic structure more complex than indicated

above. The terms vowel, semi-vowel, and semi-vocalic

offglide are not defined here, for the differentiation
of those terms is among the purposes of the experiment.
Rather, a few illustrative examples are given below and
the complete corpus is appended.

The nuclei of the syllables in question are

followed in each case by a simple coda (Hockett, 1955:63),

22
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a single phonetic event or short string of phonetic events,
usually symbolized in dbroad phonetic or in phonemic trans-
cription by a single consonantal symbol. The term con-
sonant is not defined here, for it 1is not known to be the
subject of pertinent controversy among phoneticians and

the definition is not crucial to the present experiment.

Any current phonetic definition of consonant can be
applied in this dissertation, provided that the consonants
are understood to be several and mutually exclusive with
the vowels.

Most of the syllables in the corpus have a simple
onset consisting of a single consonant, including a single
affricate, or a single semi-consonant (i.e. the resonants

1, m, n).

Phonetic Characteristics

A cursory examination of sound spectrographs of
speech, or any experiencé with the splicing of short (i.e.
sub-syllabic) segments of recorded tape would be enough to
convince any linguist’that on a lower level of phonétic
abstraction than that indicated above, it 1is usually quite
difficult and often indeed impossible to demarcate the
stream of speech into syntagmatically discrete, sequential-
ly segmentable phones. For example, in investigating a
closed syllable, one cannot choose a point in time before

which there is no foretaste of the coda and after which
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there is no remaining trace of the nucleus. There is
instead usually a span of time, extending in extreme cases
over most of the length of the syllable, during which the
nucleus and coda are smeared together.
This span of time, covering transitions, glides, and diph-
thongs, was the subject of a study by Lehiste and Peter-
son (1961). Although the results offered here agree in
general with Lehiste and Peterson, the methods are diff-
erent. |

In considering the following words: (1) beat,
(2) bit, (3)bait, (4)bet, (5) bat; or (1) meat, (2) mitt,
(3) mate, (4)met, (5) mat; or (1) seal, (2) sill, (3) sail,
(4) sell, (5) Sal, several acoustic phonetic characteristics
can be observed. It is assumed that there are always sev-
eral factors present, more than one of which might operate
to distinguish two vowel sounds and that the sounds are
relatively similar with respect to certain factors aﬁd
relatively dissimilar (on the second level of phonological
abstraction) with respect to other factors. It is assumed
that the following is an exhaustive list of phonetic cha-
racteristics which distinguish the front vowels in Mid-
western American English: (1) height, (2) frontness,
(3) aperture, (4) diffuseness, (5) length, (6) transition,
(7) upward glide, (8) downward glide, (9) pitch, and (10)
loudness. All of the above characteristics have been

found to play a role in distinguishing some of the five



25

nuclei exemplified from some of the others. A major part
of the experiment was the attempt to combine several of the
listed characteristics into a relatively simple set of
acoustic parameters on the second level of phonological
abstraction. Although it has been determined that for
vowels in general the specification of the first three
formants is highly advantageous, for the restricted corpus
in question it was considered desirable to be able to
investigate just the first two formants. For the kind of
detailed examination undertaken, it would have enormously
complicated the treatment of the data to have included the
third formant. The computation was in three dimensions:
frequency of the first formant; frequency of the second
formant; and time.

Considering all but the last two of the ten
phonetic characteristics listed above, it can be shown
that the frequencies of the two formants and their varia-
tions in time can account for all the phonetic differences
as indicated briefly below, and in greater detail else-
where. Care must be taken to avoid confusion of‘the
phonetic characteristics outlined herein with the distinc-:
tive features of Jakobson, Fant,and Halle. In particular,

diffuseness, is here given a narrower definition than in

the Preliminaries (1952: 27). The distinctive features

are moreover to be associated with phonological abstraction

on'the third and higher levels. The phonetic characteristics
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are described here on the second level of abstraction.

The following account is intended to show how the phonetic
characteristics are related to each other and how they
vary with respect to each other.

1. Height, as it is often called, or tongue
height, means primarily how high the tongue is placed in
the mouth. In acoustic terms it is inversely associated
with the frequency of the first formant: the higher the

tongue, ceteris paribus, the lower the first formant.

2. Prontness means how far toward the front of

the mouth the tongue is extended. In acoustic terms,
frontness is associated with an elevated second formant:
the more toward the front of the mouth the tongue is placed,

ceteris paribus, the higher the second formant fregquency.

3. Aperture is approximately equivalent to how
wide (or how narrow) the oral opening is. Aperture depends
on the two foregoing characteristics: the higher (and less
importantly, the more toward the front of the mouth) the
tongue is placed, the smaller the opening. In terms of
the acoustic phonetic parameters, a small value for aper-
ture (cf. small opening) is associated primarily with low
first formant frequency and secondarily with high second
formant. The precise definition of aperture appears in its
own section in this chapter. The following figure (Figure
1) shows the relationships between changes in height,

frontness, aperture, and the frequencies of the two formants.
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Figure 1. Change in aperture related to changes in other

parameters

4. Diffuseness is a purely acoustic term that

refers in this dissertation to the relative separation
between the two formants. Front vowels tend to be more
diffuse than back vowels. High front vowels are more
diffuse than low front vowels. The technique of measure-
ment of diffuseness is explained in the section on
diffuseness.

5. The length of a vowel means its duration in
time. What is often referred to as a "long vowel" tends
to last longer than a so-called "short vowel". This is
not necessarily the case with phonemically short vowels.

6. Transition is a set of specific changes in

the first or second or both formant frequencies from a
pattern characteristic of a vowel to or toward a pattern

characteristic of a following consonant.
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7. Upward glide is any one of a set of specific

patterns of decrease in first formant accompanied by a
slight increase in second formant frequency.

8. Downward glide is any one of a set of patt-

erns of increase in first formant or decrease in second
formant frequency, or both.

The details of the patterns of transitions and
glides are included in the chapter on results.

It is, to be sure, known that the high front
vowels tend to be less intense (perceptually speaking,
weaker) and of higher fundamental frequency (perceptually
of higher pitch) than the low front vowels (Lehiste and
Peterson, 1959a; Peterson and Barney, 1952). In this
dissertation consideration has not been given to intensity
and fundamental frequency, not bé;ause their contribution
to vowel discrimination is being denied, but because it

was intended that the complex dynamic relationships of the

first two formant frequencies be investigated intensively

[— 1)

alone.

As can be seen in Table 1, page 59, the teSt‘
words were chosen with a view toward maximizing the numbe;f
of minimal pairs, triplets, and the like. The 180 diff-
erent words of the corpus were arranged in nine lists of
20 words each. In so far as possible, the lists ﬁere

balanced in such a way that (a) each nucleus of the five

different types was represented approximately equally in
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a1l 1lists, and (b) each consonantal context, both onset
and coda, was spread over as many lists as possible. This
meant that it was unlikely that a minimal pair would occur
within a list. Each list was permuted and replicated
eleven times, randomly with one constraint: adjacent words
did not include vowels of identical type.

For the kind of intensive study envisioned it
became apparent during the spectrographic analysis that
the amount of data would have to be reduced in one of two
ways: (1) the number of sample tokens of each word type
would be limited, or (2) the number of types of different
words would be limited. The first alternative would have
reduced the number of consonantal contexts that could have
been included in the corpus and would, moreover,/have
jeopardized the chance of discovering the acoustic pattermns
within a given word type. As it happened, the extent of
variation within each word type was considerably greater
than had been expected. The decision was therefore made
to 1limit the number of types of different words and to
study them in greater detail. The purpose of the disserta-
tion was not to discover and describe all patterns of all
parameters in all words of a given context, but to inves-
tigate the typical manifestation in selected words of the
parameters in question. Accordingly, a selection was made
from six of the eleven forms (i.e. eleven replications) of

each list and these words were recorded on an Ampex
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350 tape recorder at 15 inches per second in a quiet
recording room. Thé’tape was then monitored and trans-
cribed by hand twice at intervals of two weeks. The two
handwritten transcriptions were then compared with the
original typewritten script. Only those samples were
marked for subsequent analysis that were on both monitor-
ings peroeivéd as good examples of the intended words.

In this way, as was hoped, qualitative variations between
words of identical types would be minimized. A few words
were for the same reason eliminated from the corpus later
when the samples were monitored from the sound spectro-
graph. As an additional means of minimizing variations
in the data, all speech samples used were spoken by one
person, the author.

A total corpus of 478 words of 95 different types
was analysed in the broad band condition using the
Communication Sciences Laboratory sound spectrograph. The
upper limit of frequency was adjusted for each word during
analysis so that in so far as possible the full four-inch
spectrogram width could be used for a frequency band-width
comprising the energy in and below the first two formants.
The performance of the sound spectrograph was quite reli-

able for the formant-structure problem under investigationj

TAt times during the several months spent on spec-
trographic analysis, minor, not intolerable, instabilities
would appear in the equipment, which were reflected in the
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Measurement

Bach word of the list of words marked for analysis
was identified on the spectrogram and the first and Becond
formants were traced directly in pencil throughout the
entire duration of the vowel-formant structure portion.

This qeant that a portion of the adjacent consonants might

)
el
B

-
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ki (@ BB,
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Figure 2. JSound spectrograph ol the word 'pin'

Lo included. At eighth-inch iatervals, parallel vertical
lines were drawan perpendicular to the base line through

both formants, as illustrated in the sketch above.

slightly reduced clarity of voiceless fricative consonants.
The zero frequency base-line was not always properly marked,
but by using the crystal-controlled frequency calibration
marked individually on each spectrogram, it was always
possible to extrapolate the base-line accurately enough.
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For each increment in time two measurements were recorded,
one for each formant, with a sensitivity of *0.001 inch,
usingla set of machinist's dial caliperé. The calibrations
and tolerances of the entire measurement process will De
treated in Chapter 4. The scale factor of the ordinate
(i.e. the rate in cycles per second per inch at which the
sound spectrograph was set to scan, nominally 583, 834, or
875 cycles per second per inch) was noted in the data work-
sheets, along with the identification of the consonantal
context within which the vowel occurred, the serial number,
and the number of the list from which it was recorded.

A1l of this information on the data worksheets was then
puiched onto tabulating cards; at lggst two cards were
requireq per sample word. The cards were then checked

for accuracy and processed by the digital computer.

Logarithmic scale
| The kind of computation undertaken in this

dissertation required a standard unit of frequency diff-
erence in terms of which changes in formant frequency or

elatlonshlps between formant frequencies could be express-
ed independent of absolute frequency. Ideally, an approp-
riate psychophysical unit would have been adopted, had
there been available a psychophysical law for converting
frequency in cycles per second (the unit of the sound

spectrograph used)into perceptual formant pitch. The
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precise psycho-acoustic relationship between frequency

and pitch, even for the simple (pure sinusoidal) stimuli
studied so far by psychologists, is very complex. S. S.
Stevens, who has shown that the best general psychophysical

law for prothetic ("quantitative") perceptual continua is

a power function (1957), does not offer a simple formula
for transforming frequency into pitch. Instead, he cha-
racterizes pitch and other such "qualitative" psychophysical

continua as metathetic, that is to say pitch is not additive

as is loudness, heaviness, brightness, and duration

(Stevens, 1958, 1959) but qualitatively substitutable.?
Nevertheless, the evidence for an essentially logarithmic

relationship between pitch and frequency, at least within a
restricted frame of reference, is quite compelling. The
standard musical units of pitch relationship, namely the
octave and the semitone, are logarithmic units.

Despite the contributions of Flanagan and of the
Haskins Laboratory psychologists, evidence on the pitch of
complex tones (e.g. speech) and on the pitch of non-funda-
mental (i.e. harmonic) tones such as vowel formants, is

sketchy. In choosing a unit for reporting frequency

2S‘bevens' law is that the psychophysical mag-
nitude of a stimulus is equal to some constant multiplied
by the physical magnitude of the stimulus raised to some
constant power, The classic Weber-Fechner law (Fechner:
1860). is that to the logarithm of the intensity of the
stimulus. The pitch scale offered by Stevens and Volkmann
(1940), is too cumbersome to have been used for this
dissertation.
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differences the decision had to be made to: (a) use a
logarithmic unit; (b) devise a rationalé for using freq-
uency in cycles per second; or (c) use a psychophysical
formant pitch scale. As a formant pitch scale for complex
tones is not known to exist, and as there was no compelling
reason (other than a slight convenience, to be discussed
below) for using cycles per second, the decision was made
to use a logarithmic scale for treating differences or
change® in formant frequency. Measurements 1in inches
from the sped%rograms were to be conﬁerted directly into
this logarithmic unit in the computing process, without
any reference to cycles per second. Any logarithmic value
could however be uniquely recovered as.cycles per second
by reference to a table.

One 1ogarithmic base would have been just as
convenient as another for this purpose. Rather than 2.718,
or 10, or some other base, the base two was chosen as having
somee kind of "psyc@g}ogical significance". Thg reported
data could then be conceptualized at éertain check points
in the scale by referring them to the equal témpered scale
of musical pitch. The frequéncy of the first formant,
for example, was réported as octaves and fractions of
octaves above 55 cycles per second, which happens to be
the sound of the open A string of the string bass. Any
integral number of octaves above 55 cycles per second would

be some tone A of the equal tempered scale. The one place
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to the left of the decimal point, the integral portion of

the logarithm which expresses the number of whole octaves

is called the characteristic. The fractional portion, the
three places to the right of the decimal point which express
the fractional part of the octave, is called the mantissa.
The reason for using three place mantissas is discussed

elsewhere in connection with the. account of the measuring

process.

Parameters

As has been suggestéﬁ earlier in this chapter,
all or very nearly all of the information required in the
identification of Midwestern American English front vowels
in context is contained in the frequencies of the first two
formants. DeGroot (1931) was the first to show the similari-
ty between an F2 versus F1 logarithmic (in DeGroot's graphs,
musical scale) plot and the kind of traditional articulatory
vowel paradigm that goes back at least to Hart (1570). It is
not known that an attempt has until now been made to write
a mathematical expression relating the vowels of a partic-
ular series. One possible reason phoneticians have not
concerned themselves with this task might be that there has
not been a usable unit of frequency difference, such as
that proposed here. In the search for appropriate acoustic
phonetic parameters the attempt has been made to establish

a connection between the qualitative distinctions of classic
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articulatory phonetics and phonetic measures, secured where
appropriate with the aid of automatic computing devices, of
an acoustic nature, on the second level of phonological

abstraction.

Aperture
For one of these parameters, here called aperture,

a recent description couched in well established articulat-

ory terminology, is given by Malmberg.
En phonétique traditionelle, une voyelle est dite
ouverte ou fermée selon que la distance entre le
point le plus élevd du dos de la langue et le dit
point d'articulation est grande ou petite. ILa
fermeture est maxima, si le r&trdcissement du
canal buccal se trouve juste & la limite de ce gque
permet une articulation vocalique. Au moment ol
cette limite est dépassée, l'articulation devient
consonantique en donnant lieu & un bruit. Dans
les schemas vocaliques de type traditionnel, les
notions de fermeture et d'ouverture sont lides 3
l'articulation linguale et sont par conséquent
synonymes de position haute et basse, respective-
ment, du dos de la langue (Malmberg: 1959, 49).

The search is for an acoustic parameter that on the second
level of plionological absfraction matches the articulatory

continuum of fermeture/ouverture. ‘The front vowels are

conceived here in a first approximation as steady-state
points in the first quadrant of a two dimensional metric
space whose rectangular coordinate axes are as follows:

The ordinate (Y) is the ratio of the frequency of the



37

intensity peak3 of the first formant to the arbitrary
reference frequency of 55 cycles per second, the ratio
being expressed as octaves above 55 cycles per second.
The abscissa (X) is the ratio of the frequency of the
peak of the second formant to the arbitrary reference
frequency of 220 cycles per second, expressed as octaves
above 220 cycles per second. Corresponding to any theor-—
etical steady-state vowel there would be a unique point
in that two dimensional spéee. The notion of phono-
logicai opposition implies two such points that are
different with respect to first or second format, or both.
A parametric notion of phonology implies moreover a
continuum between two points, for example between some
kind of extreme points. A quantitative parametric phon-
ology implies measﬁrement in-that continuum. It is held
here that‘any distance, obliqué”or otherwise, within such
a logarithmic space is itself logarithmic.

To illustrate the concept of steady-state

aperture, referring to two hypothetical steady-state
vowels, 1 and =z, the pythagorean distance, A, between
them in octaves is given here with reference to the

figure on the next page.

3The peaks of the formants were taken to be
the blackest regions of the formants, or, in cases of
rather uniform blackness, the centers. All spectro-
grams were of the broad band, frequency versus time

type.
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Figure 3. Steady-state difference in aperture

where X is the ratio in octaves between the experimental
point for the second formant and the arbitrary reference
point for the second formant (220 cycles per second),
and Y is the ratio in octaves between the experimental
point for the firstgébgmant and the arbitrary reference
point for the first formant (55 cycles per second).

Such an aperture line between two points, i
and a¢ has two degrees of freedom, expressed in this
dissertation as the slope and the Y intercept. That is
to say any aperture line is, yniquely determined by a
specification of both: (1) the angle, ©, made with the

X axis by the extension downward of the aperture line;
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and (2) the length of the segment of the Y axis subtended
by the extension upward of that line.

A portion of an aperture line, for example the
portion covering the range of steady-state empirical values

of part of the experiment, is called an aperture line seg-

ment. The endpoints of such a static aperture line segment
correspond to the least and the greatest values for aper-
ture in a given set of data, for example between i and z .
The position of each of the two endpoints is fixed by the
coordinates in F2F1 space (i.e. by the specification of

the two formant frequencies for i and the two formant
frequencies for s ). As will be shown, the location of
any static poiﬁt,“say i, in F2F1 space depends on the
consonantal environment in which the vowel occurs and the
point in time within the duration of that vowel, (to say
nothing of the age, sex, dialect, etc. of the speaker).

For a given speaker there is consequently a family of front
vowel aperture lines corresponding to the different phonetic
environments of those vowels. The endpoints in each case
would be in paradigmatically extreme vowels of each given
set of data, for example the vowels i and = .

If a set of utterance tokens of a certain word
type are plotted accordihg to the first versus second
formant frequency in octaves of the vowels in those words,
there will result a scatter of points characteristic of

that vowel in that context, as shown in figure 4.
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The centroid of the scatter can be determiggd in a variety
of ways, in this dissertation by finding the point of inter-
gection of the arithmetic mean of all abscissas with the
arithmetic mean of all ordinates. The centroid is an
average of points characteristic of a certain vowel in a
certain context. If the centroids of the paradigmatically
extreme points i and s are chosen as the endpoints of an
aperture line segment for a certain consonantal context,

any point, w, (as shown in Figure 4), lying along or near
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that line can be said to have an aperture value equal to
the distance between that point on the line (or its
perpendicular projection onto the line) and some other
point, an arbitrary reference point on the extension of
the line segment. All vowels in a given context can in
this way have assigned to them an empirical aperture value
which can be compared with aperture values of other vowels

or arbitrary reference vowels in the same context.

For each of the 41 consonantal contexts of the
corpus, the computation program called for a determination
of (a) the slope of the empirical aperture line, (b) the
intercept of the empirical aperture line, and (c) the aper-
ture values for each measured instant in time for each
sample of each context. The empirical aperture values for
a particular context were compﬁgéd on the basis of the

slope and intercept determination for that particular con-

text.

It had been predicted that the computation of the
individual context-determined empirical aperture lines and
aperture values would not succeed in all cases. The fact
that computation failed is in itself significant for those
phonetic contexts in question, and will be discussed in
detail in Chapter 5. In general, failure of the computer
to produce aperture values for all contexts was a con-
~sequence of three stringent constraints inherent in the

computation program: the paradigmatically extreme samples
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’had to be in fact quite disparate acoustically; variation
along the hypothesized aperture line had to be greater than
variation perpendicular to it; and random variation had not
to0 obscure patterned variation.4 Thus it was necessary to
specify a standard aperture line, with respect to which all
aperture values for all samples could be determined. The
problem was to find a line in terms of which all aperture
values for all 41 contexts could be measured, such that the
minimum positive aperture values were minimized, the maxi-
mum aperture values were maximized, and the range between
the two was maximized. For selected contexts, values were
computed for arithmetic averages of the slope and of the
intercept, weighted in each instance according to the num-
ber of samples in that context. In finding the standard
aperture line, only those contexts were selected that met
the following conditions: (1) the slope was negative and

the intercept was positive; (2) the paradignatically extreme
vowels i and & were amply represented iﬁ that context;

(3) the range of variation in computed aperture values was

low, that is within approximately 0.5 octave, within and

between words of the same type; (4) the contexts were

4In general thé result of failure to compute
satisfactory aperture lines and aperture values was mani-
fested either in a positive slope rather than negative, or
in a negative intercept rather than the hypothesized posi-
tive intercept, or in absurdly high or low values for slope,
intercept, or aperture.
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symmetrically obstruent, that is, they contained stops,
fricatives, and affricates only, in both onset and coda,
and did not contain 1, r, m, or n; and (5) the computed
aperture values were not negative. Using these criteria
for selection, a standard aperture line was computed,
based on arithmetic means of 764 values for aperture
appearing in a total of 51 samples of words from the

following context sets: keep/cap, peek/pack, piece/pass,

peach/patch, seed/sad. The averages obtained in this way

were the slope and intercept of the standard aperture line,
which was then used in computing the aperture values

throughout all samples in the corpus.

Dynamic aperture

Ofie object of the experiment was to determine the
nature of the patterns of qualitative change, including
consonant-to-vowel transition, vowel-to-consonant trans-
ition, upward glide, downward glide, and diphthongal off-
glide, occurring within and adjacent to the nucleus of a
word. For this purpose tables were computed and graphs
were plotted on the computer showing the dynamic patterns
of aperture change throﬁghout the vocalic and quasi-vocalic
portion of each word inclusively, liberally encompassing
in most cases a substantial portion of the consonant. For
each 1/8 inch horizontal distance on the spectrogram,

equivalent to 21.75 milli-seconds in time, an aperture

‘
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value was computed, tabulated, and plotted. The resultant

characteristic dynamic aperture patterns are discussed in

a later chapter.

Diffuseness

A striking characteristic of vowels as seen oOn
sound spectrograms is the relative closeness or relative
distance between the first two formants. This character-
igtic observable on the second level of phonological
abstraction is included among the factors contributing
to the distinctive feature of compactness/diffuseness
(Jakobson, Fant, and Halle: 1952, 27). As has been prev-
iously mentioned ;bove, the distinctive features do not
apply to fhe first two levels of phonological abstraction.
For the computation program used for this dissertation,
diffuseness was expressed simply as the difference in
octaves between the two first formants. Values were
obtained, tabulated, and plotted for all measured instants
in time for all samples in the corpus, as with aperture.
The characteristic dynamic patterns of diffusemess are

discussed in a later chapter.

Program
A MAD program5 for computing the quan%ities

5MAD is an acronymic abbreviation for Michigan
Algorithmic Decoder, the name for a computer language
developed at the Univsity of Michigan. . -
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discussed above was written by the author's son, James A.
Reeds III, and was used in several stages for securing the
necessary results. The first stage, after the elimination-
of errors in the data, was the computation of empirical
slopes and intercepts of aperture lines for all contexts.
Using the results of this computation, a standard aperture
line was determined and the entire computation problem was
performed again. The possibility of computational error is
discussed in the section on measurement theory. The specific
results relating to acoustic phonetic patterns are discussed
in the chapter on results. In this section will be listed
the formulas used in the computation process. A complete
listing of the MAD program is appended, together with a
discussion of the derivation of the formula for aperture.
The values of the two formants is given by the™

formulas

(F2 + .019)z

X =w 1ln
220

and
(F1 + .019)z
55 )

y=wln

where w is the modulus for converting natural logarithms
with the base e to logarithms with the base 2. This con-
stant modulus is the reciprocal of the logarithm to the

base e of 2, and is equal to 1.44269. 7 is a scale factor,
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typically 583, less often 834 or 875, the number of cycles
per second per linear inch of the ordinate scale, depending
on the setting of the sound spectrograph for frequency
scanning. The independent variables F, and F2 are the
ordinate distances in inches, measured from the sound spec-
trograms, between the base line ( = 0 cps) and the inten-
sity peaks of the first and second formants at any one
instant in time. F1 and F2 correspond to frequencies in
cycles per second. 0.019 is a systematic correction factor
for an error in the measurement instrument used. All values
were read systematically too low by that amount, so 0.019
inch was automatically added to ail readings. The arbitrary
reference values 55 and 220 are the zero points for fre-
quency ratios involving the first and second formants.
Using different zero points for the two formants, in this
case exactly two octaves apart, made it possible to com-
press the graphs of the first two formants for more conven-
ient reading.

The formula for the diffuseness at any.one instant
in time is

F, + .019

+ .019°

2

d =w 1ln

Py
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The formula for aperture is

-%—-X-ym
a = = 1.2350 - .3104x + .95006y,

m2 + 1

where m is the sloﬁe of the standard aperture line and is
equal to -3.0625, and b is the intercept, 12.1845. Both the
standard slope and standard intercept used for the final
stage of the computation were derived from empirical values
obtained in previous stages of computation. The details bf
this process of deriving the standard slope and intercept

are discussed in the chapter on results.

Summary

A corpus of monosyllabic words having a certain
general shape is described, illustrated and listed. The
words have a front vowel, followed always by a single con-
sonant and preceded nearly always by a single consonant.
Using the sound spectrograph, the first two formants were
accurately measured as many as 18 times during each word.
Computations were made on these measurements to derive
certain acoustic phonetic parameters characteristic of the
phonetic patterns under investigation on a relatively low

level of phonological abstraction.

asmes,



Chapter 4. Accuracy of measurement

A consideration of the various factors involved
in the measurement process is attempted here. The theory
of measurement used calls for an accuracy specification in
the final results of one doubtful place of decimals. In
other words an estimation is sought which is no more than
ten times the accuracy of the place of least count of the
last element (T. N. Whitehead, 1954). As it had not been
known at the outset what magnitude the various errors would
show, the identification of the first truly doubtful place
was postponed until the measurement process was completed.
This meant that some measurement elements had exceésive
sensitivities ascribed.to them. All of the conceivable
sources of measuring -error are taken up individually below.
They are then related collectively to human perceptual

acuity for formant frequency.

Tape recorder

The frequency fidelity of the Ampex model 350
magnetic tape recorder was not seriously questioned. A
posSible gource of unreliability would be short period
errors (flutter and wow) iﬁ tape drive speed. Any re-

sulting formant frequency distortion would of course be

48
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exactly proportional to fundamental frequency distortion,
which was checked in the following way. A highly stable
200 cycle frequency standard was recorded onto the.tape
through a microphone at the beginning and at the end of
each recording session. Spectrograms were made of this
sound using a pulse shaping device designed to give sharp
spikes extending throughout the speech range. In this way
a record was made of the cumulative frequency error of the
tape recorder and of the sound spectrograph recording me-
chanism. This cumulative error was not detectable. The
appropriate Standard of the Nationél Associatidn of Radio
and Television Broadcasters, section 2.40 (1953) specifies

o -
VOy frequency error.

+0.2% (equivalent to 0.0029
The intrinsic magnetic recording and reproducing
~-part of the sound spectrograph was checked for frequency
' fidelity as above and also independently by feeding the
200 cycle pulse standard directly into the SOund spectro-
graph without using the extriﬂgic tape recorder. As was
to have been expected, there was again no detectable fre-
quency error. From time to time a distressing discontin-
uity appeared in the recorded image on the sound}spectrp-
graph. This gap was eliminated in each case by simply-
recording the sample again.
Other sources of error are considered below. The

magnitudes are all reported as positive errors in octaves

at 300 cycles per second and 2000 cycles per second. Nega-
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tive errors, with one exception, would have been equally
likely. This one exception was the possible error intro-
duced by backlash in the dial calipers. As will be seen
below, however, this would have been in any case a negli-

gible source of error.

Spectrograph marking

The sensitivity of the sound spectrograph marking
was a potential source of error due to lathe backlash:
This error was measured at as much as +0.05 inch (equiva-
lent to +0.13°V° at 300 cycles or +0.021°V° at 2000 cycles).
Fortunately the frequency was cqntinuously checked by the
intrinsic crystal controlled frequency scale marked directly

on each spectrogram individually.

Pencil tracing

Successive tracings of different spectrograms of
identical recordings were within +20 cycles per second,
equivalent to +0.093°V° at 300 cycles or +0.014°V° at 2000

cycles.

Measuring accuracy of calipers

The ability precisely to put both legs of the
calipers on the right spots differed by as much as 0.009
inch, corresponding to +0.034°v° at 300 cycles or +O.OO5ovo

at 2000 cycles.
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Reading accuracy of calipers

For the measuring instrument used the least count
(Whitehead: 102) is 0.001 inch, equivalent to 0.0028°V° 4%
300 cycles or 0.00042°V° at 2000 cycles. 'That is to say,
with both legs of the oaliper on the right spots, the dial
would indicate values correct to within +0.001 inch with no
detectable erratic error. The method of using the calipers
was to make the adjustment in the negative direction. Any
backlash, which was in fact not detectable, would have sys-
tematically placed all measurements on the positive side.

1 of

A human error in reading the caliper dial
one to two thousandths would be conceivable but unlikely.

A much greater error in reading the calipers would not dis-
tort the results beyond the tolerance imposed by other ele-
ments in the whole measurement process. The dial calipers
are in fact the strongest link in the measurement chain.

The dial calipers used were callibrated against
high grade machinists micrometer calipers of +0.0001 inch
accuracy and were found to be reliable within the specified
limits indicated above. A systematic error of slightly
more than -0.019 inch was discovered, for which error com-

pensation was effected in the computation'program by systema-

tically adding 0.019 inch to all formant measurements.

'The dial covers 200 divisions, with a 1/2 inch
long pointer. There are thus in effect #/200 = 0.0157
linear inches between divisions.
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Copying accuracy

In copying data onto the data worksheets a human
error, for example transposition of adjacent digits, occurred
from time to time. Gross errors caused, in a few cases,
failure of the computer to compute the desire@ results (or
any results, indeed). In other cases gross errors in copy- -
ing data caused obviously absurd results to be computed.

Such errors were readily detected on reexamination of the
spectrograms and comparison with the data sheets. The type
of graphical display chosen for computer printout was par-
ticularly sensitive to errors of the magnitude of 0.01

inch of measurement.

Punching accuracy

Errors in punching the tabulating cards occurred
despite reasonable caution. They were found and corrected
as above. All data were recorded, punched, and processed
by the computer to 0.001 inch. Copying and punching errors
of small magnitutde (i.e. errors in the third decimal place)
were on occasion detected fortuitously. It must remain as
unknown as it is unimportant what human errors of small
maghitude are in the results. Punching errors might have
been detected by verification punching, in effect a repeti-
tion of the entire punching process and comparison with the
original punching. It was judged unlikely that important

errors would be found in this way that could not have been
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more readily found by direct inspection of the printout.
There would have been no means whereby unimportant errors
in measuring or recording data could have been detected
except to have repeated’the whole process of measuring and

punching, a course likewise rejected.

Computation errors

The ability of the digital computer to produce
the desired results can of course theoretically be ques-
tioned. Computer errors are of two kinds: inaccuracy due
to storage limitation, and programming errors. The former
can be eliminated summarily as not being a factor‘in the
present dissertation, involving as it did a relatively
simple (in computer users' terms at least), small problem.
Storage requirements were thus relatively modest. Program-
ming errors, on the other hand, could have been a serious
source of error, had the results not been checked very care-
fully by desk calculator. Several mistakes were uncovered
which necessitated repeated resubmission of the entire
problem. In the end the program gave satisfactory results
in computing values called for by the formulas listed in
this dissertation. It should be noted that programming
errors are typically large errors, not at all like the

small errors discussed in the above paragraphs.

Perceptual acuity

All potential sources of error must be related to
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the ability of a speaker or listener to produce or to de~-
tect differences in formant frequency. It would be unneces-
é;ry to waste time in the elimination of experimental errors
that would be in all likelihood undetectable anyway. The
purpose of this section has been to find the factors that
1imit the overall reliability of the results reported here,
to evaluate those factors, and to find which link in the
chain of measurement elements is the weakest. Regardless
of whether or not the perceptual link is the weakest link
in the chain (it is not in fact), it requires speclal atten-
tion, not only because it is the only‘one_of direct linguis-
tic significance, but also because it is the only link in~
capable of being strengthened. More efficient measurement
devices can be built and more sophisticated procedures can
be developed for using them, but the experimenter has no
control over the ability of the 1istener to distinguish
speech sounds.

The sensitivities of the various mechanical ele-
ments pertinent to this discussion are summarized here below:

300 cycles 2000 cyecles

Spectrograph lathe back-

lash (compensated) +0.13°7° +0.021°70
Tracing +0.093°7° +0.014°979
Caliper adjustment +0.034°V% . 40.005°V°

Caliper reading +0.0028°V° +0.0004°7°
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The operator's ability to trace accurately the contour of

a formant is thus seen to be the most serious source of un-
compensated error, as much as 0.093°v°. A measuring pro-
cedure yielding results to one thousandth of an octave is
therefore in order (mantissas to three places), with the
hundredth place equivalent to thé place of least count, and
the thousandth octave the one doubtful place. Mantissas to
four places are unnecessary.

The question can now be raised as to whether the
human organism is able to distinguish formant frequencies
with that order of acuity. The tentative answer must be
affirmative (Flanagan, 1955: 617). Flanagan estimated a
difference limen for detecting quality difference, here
converted to octaves, ranging from 0,0143°V° at 2000 cycles
for the second formant to 0.0841°V° at 300 cycles for the
first formant of symthetic vowels. Rule-of-thumb figures
of 3% to 5% (0.043°V° to0 0.074°V°) are suggested by Flanagan
(1955: 616). Three place mantissas then do not introduce
illusory sensitivity.

On the basis of this survey of formant frequency
determinatioﬁ errors, the decision was made to retain enough
significant figures in the final results to provide for the
thousandth part of the octave (i.e. three place mantissas)
but no more. Of this three place mantissa, the first place
is surely not doubtful, the secdnd place is probably not
doubtful, and the third place (thousandths place) is surely

doubtful.



Chapter 5. Results

This chapter contains a list of the acoustic
phonetic results from the computations based on sound
spectrograms of the front vowels in monosyllabic words.
Several hundred pages of computer printout are summar-
iged in this chapter. The generalizations herein are
supplemented by tables and graphs of results. Acoustic
measures of the first two formant frequencies are discus-
sed. Data approximating vowel duration in seconds are
also supplied. o

The following phonetic parameters are derived
from the physical measures: height (cf. tongue height),
frontness, aperture, and diffuseness.1 The acoustic
phonetic parameters are discussed in an attempt fo
answer two phonological questions: 1. how do the phonetic
parameters vary with differing vowels; and 2. how do the
- parameters vary with differing consonants after the vowels?
Expressed in another way, what cues do the listed phonetic
parameters provide for the identification of vowels and

consonants? Of the acoustic phonetic parameters, aperture

1The relationships between the acoustic phonetic
parameters and the corresponding physiological phonetic
parameters are outlined on pages 26-28. TFor precise defini-
tions of the acoustic phonetic parameters, see pages 35-44.

56
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and diffuseness will receive the most attention. The

generalizations offered here are intended to show patterned

variations between equivalence classes‘of events that
appear despite random variations within such classes. It
was to have been expected that in isolated instances
extreme variation within equivalence classes of words
would exceed normal variation between classes. In other
words the classes of words tended slightly to overlap.
As the amount of data was too small to permit a full-scale
statistical analysis, reliance was placed on three simple
indices of variability: arithmetic mean, maximum, and
minimum values for both aperture and diffuseness. Of these
it is the mean that is most trustworthy.2

Typical plots of the aperture and diffuseness
values for individual samples appear in Figures 5 through

10.

Table 1
The list of different words in the corpus is
shown in Table 1 following in the order in which the

samples were processed by the computer. As it had been

th should be explained that time, expense, and
the availability of equipment place limits on the number
of sound spectrograms that can or should be made in inves-
tigating a problem in phonetics. While the data supplied
in this dissertation would appear to be sufficient to.dis-
cover the central tendencies of phonetic patterns in ques-
tion, they are not enough to establish standard deviations.
One would hope that reliable and efficient automatic for-
mant tracking devices could be perfected during the next
few years.
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anticipated that within any one of the 41 consonantal con-
texts the variation would be in traditional order, the
words were punched onto tabulating cards in that order.

It will be noted that in general voiceless codas come be-
fore voiced and that labial and apical codas precede velar
codas. Except for the last six word types, the obstruent
codas precede the -1, -m, and -n codas.

The numerical data reported in Table 1 are the
synopsis of results of the computation of aperture and
diffuseness for all samples in the corpus. The number of
word tokens (the number of individual samples) of a partic-
ular word type are given in the second column. The value
for mean aperture and mean diffusenéss are the arithmetic
means of all words of a particular type (i.e. the sum of
the means divided by the number of tokens of that parti-
cular word type). Maximum and minimum aperture and diffuse-
ness are the extreme values selected from all tokens of a
particular word type. For example, for the word meat, the
minimum, 2.649°V°, was the lowest value for diffuseness
found at any measured instant in any of the six individual
sample tokens of the words of type meat. It happens to lie
just above the maximum diffuseness, 2.621°V°, of the word
mitt, below which value all other diffuseness values for
the six tokens of mitt lay. The range is, of course, the
minimum (aperture or diffuseness) subtracted from the maxi-

mum. Graphs showing the changes in aperture and diffuseness
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TABLE le SYNOPSIS OF DIFFUSENESS AND
' ' APERTURE VALUESe T
WORD DIFFUSENESS APERTURE
TYPE N| MEAN MA X _MIN RANGE MEAN MAX MIN RANGE
SHEEP 3| 3054 3429 26712 0716 | 26267 24526 1e944 0581
SHAPE 2| 24519 2953 26014 0938 | 26731 34091 2441 0650
REAP 6] 20576 2973 14658 14315 [ 2.480 24830 2.222 607
RIP 6] 14778 24001 14535 466 | 34059 34314 24564 o750
B RAP 5] 14237 1.838 634 16205 | 30618 4e154 24638 14516
KEEP 61 3117 3.954 24671 14283 | 24284 2e645 1lelch «921
CAP 6| 1258 1847 e691 14156 | 34753 44081 3355 0726
PIP 6| 1855 2.570 14520 16050 | 3¢143 34368 24555 «813
PEP 21 1e447 1821 16167 06564 | 34495 34620 34240 «379
LIP 6| 1787 24226 1476 w750 | 34109 326339 24634 704
LAP 6| 1lel115 1le761 e706 14055 | 34691 34998 24686 1312
T O TETT e 19790 1.932  1.608 7 o324 | 3,189 3389 3.006 <383
FATE 6| 2575 3e141 1886 14255 [ 24634 34124 14971 1lel54
FAT 2| 164200 14572 884 0688 | 34772 34978 34331 647
CBEAT 6| 24864 34423 20184 14238 | 24442 30002 14894 10108
BET 6] 14468 1947 1030 e917 | 34492 34804 3.018 786
 MEAT 6| 24974 3342 24649 0693 | 26366 24639 26017 0622
MITT €l 1861 24621 14520 14101 [3e175 34599 2+460 1.138
MATE 2] 24769 34195 24436 758 | 2524 24654 2193 461
MAT 5| 1264 14964 o816 16149 | 3740 44034 24955 1079
SET 6] 14473 1863 16195 668 | 34432 34667 34033 634
SAT 6| 14209 14750 883 o867 | 34726 34930 3,108 «822
HIT 6] 2005 24489 1673 e816 | 3e090 30319 24765 e554
HATE 61 2726 34035 24200 o835 [ 24558 34050 2.232 817
TICK 6| 24081 24555 1804 751 | 34029 34247 24653 593
TAKE 6| 2¢407 36017 1917 14099 | 2862 34254 24393 862
. TACK 6| 14269 14506 1lel45 e361 | 30782 34911 34600 312
SAKE 6| 2265 34183 16546 14636 | 20903 34308 24245 14063
SACK 6| 1231 1577 e 956 621 | 36749 34949 34267 e681
PEEK 5| 2993 36367 26732 o635 [ 24355 24555 2092 463
PACK 6] 1137 1406 o628 e777 | 34861 44050 36721 e329
LEAK 6] 24835 34652 24320 14332 | 2e445 24816 1792 1.024
CLAKE 6| 24220 3.106 e701 2405 | 26914 3797 26299 1e498
LACK 2| 14075 14296 787 50 9 [ 34786 34926 34152 715
B CHEEK 2| 20142 24704 10496 14208 | 34052 34510 26651 e859
CHECK 5| 1739 24293 1330 2963 [ 3.286 3.622 24904 <718
 SCHICK2| 2104 24394 1.831 563 | 26996 36247 26756 491
SHAKE 6l 2.418 34092 1.732 14360 | 2 «803 3,232 2.318 ¢ 914
CEACH 6] 34063 34746 20735 1.011 26351 24649 16924 725
H 6l 24722 3.270 24184 1,036 | 2.588 2,996 2e145 4851
PEACH 2| 3e164 3¢571 2793 e778 | 26280 24527 24011 517
PITCH 6| 24042 24163 14932 0231 | 34064 34153 24941 0212
_ PATCH 6] 14228 14689 903 786 34811 34950 3477 473
PIECE 6] 2934 34203 24624 e579 1 24391 2.647 24189 459
PASS 4| 14186 14560 0670 e889 | 3,789 3.971 34504 0467
CBED Bl Te647 D 144 140837 IL061 | 34325 3.736 248065 871
BAD 1] 1362 1645 1064 o580 | 36615 36777 3434l 436
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TABLE 1. (CONTINUED)
WORD DIFFUSENESS APERTURE
TYPE N| MEAN MAX MIN RANGE MEAN MAX MIN RANGE
) DEED 61 2984 34466 26730 VT38| 2459  2.644 24236 408
DID 2] 16967 24176 16756 420! 36066 36149 24975 o174
SEED 6| 2844 34135 24478 e657] 2485 20733 26242 491
SAID 2| 14530 1le734 1e354 e379| 3401 34557 34200 357
SAD.. 6] 1353 14715 eG4 o768 3602 34825 34203 @ 622
LEAD 6| 2843 3¢238 16962 14276| 24474 2991 24149 842
o (ATD B 2337 34261 1e118 2.143[ 24820 3.532 2.166 14366 o
LED 6| 1503 1952 1e248 e704| 3372 34554 24875 «679
LAD 61 14180 14508 «537 e9T72| 36692 3836 24930 906
FADE 6| 24523.-34087 14894 14193 2721 34159 24263 «895
FED 6] 1691 24042 1320 e722| 34280 34603 34042 561
FILL 6| 14189 1.916 o723 1e194| 3387 34706 34052 655
FELL & 908 TTTe950 415 T T¢535| 3.594 3.884 3.004 +BB0
HEAL 3| 1788 2975 0349 24627| 34011 34626 26322 14304
HELL 2| 1021 24166 w606 16560] 3565 34763 24928 «834
HAL 6 o825 le435 297 1e138| 3870 44064 34674 0390
BEAL 6| 14693 3143 690 2+454] 34064 34593 24127 1e466
BELL 6| lel116 24069 e541 1e528| 34507 3828 2897 931
o SEAL 5 1742 3.061  +596  2.465[ 3.034 34600 2285 le31l4
SALE 6] 1601 24351 o600 1e751| 34221 34806 2850 956
TILL 6] 14199 24287 603 16684 34360 3.822 24845 o777
TELL 6 0982 24065 37 16629 36576 3813 24970 843
SEEM 3| 34078 3e544 24817 e727| 26348 24531 24155 376
SIM 6| 26441 24781 24011 e771| 26582 2.796 24335 e 460
SAME 61 2711 3.990 1639  24350( Ze541 34215 1139 24076 -
JIM 6| 24414 34073 o820 2¢253| 2649 36922 24129 14793
GEM 6] 1563 24748 WB20 14928 34439 3,883 2380 14503
TIN 6| 24569 24717 26361 e356| 26535 26733 24420 313
TAN 2] 1334 14560 «819 o741] B3e756 34952 36654 2299
KIN 5| 2566 24899 2069 e830| 2537 24750 24337 0412
- KEN Bl 7.600 2.967 14993 7L TP 504 Ze819 Ze2u4l 578
DIN 6| 2¢331 2792 14281 14511 2.751 34717 2¢394 16323
DAN 6| 1e453 24066 JB852 162164 36627 34969 34020 4950
BEAN 2| 3091 34567 24804 e763| 24269 24533 14804 0729
TBAN 6| 1,469 14990 .811 14180 34594 3.963 34032 .930
JEANNEG| 24984 4e453 24438 26015 20394 24859 14093 16765
T JANE 21 2.892 34185 24538 JBGT 2384 Z4566 24185 381
PIN 6| 26519 24916 14718 14198| 2586 34188 24323 «865
TBANT 6T Te422 14750 o861 .889| 34687 34944 3e450 * 489
MIN - 2| 24583 24697 24238 e459| 24517 24658 2e441 0217
CUOMATN BT 248407 34153  2.272  JBB2| 24456 2709 24254  «455
MEN 6| 1222 14388 «876 e512| 36776 3964 34650 314
BABE 6| 2503 2923 14962 961 2e734 3e116 23717 739
BAB 71 14367 14805 «884 e921| 3.4604 34901 3,198 703
TTTCHAFE 20720531 2.976 2.042 2933 2.704 3,091 2.364 o727
CHAFF 6| 1286 24046 e751 16296| 3711 44039 34107 932
TEAVE TG 26295 2.914 14486 1,429 24862 34348 24346 1.002
SALVE 2| 14288 1610 953 e657] 3668 34835 34369 166
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for the words meat, mitt, and mate follow Table 1., in
Figures 5, 6, and 7, pages 61-63. Other graphs and the
tables of values from which the graphs were plotted appear

in Appendices C and D.

In the following section the data are ranked in
six continua, according to their relative static position
with respect to mean, maximum, and minimum values for both

aperture and diffuseness.

Differences between the vowels

In works on the phonetics of English, the front
vowels are often arranged in a paradigmatic series ranging
from high to low, or from front to back (Gleason, 1961:
317-328). The vowels in the following typical words are
arranged in the traditional high-to-low progression: beat,

bit, bait, bet, bat.> The data obtained in the present

experiment did not fully support the traditional arrange-
ment, in that the vowel of bait, in nearly every case, fell
between those of beat and Dbit, with respect to both aper-

ture and to diffuseness.4 The mean aperture values

3rne words beat ... bat will be taken in this
chapter to symbolize a1l words that share the same vowels
with the beat ... bat words.

fperhaps it need not be emphasized that the con-
sonantal context was always held constant during the inves-
tigation of a particular vocalic oppostion.
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supported the ranking from small aperture to large aper-

ture as follows: beat, bait, bit, bet, bat. The excep-

tions were kin > KenS, and Jeanne » Jane.

Tt should be noted that in all cases of obstruent
codas the relationship beat<bait<bit<bet<bat obtained for

" the mean aperture. The two exceptional sets of words had
nasal consonant codas. A portion of the consonant was
measured for all words terminating in -1, -m, and -n. A
possible explanation for the relatively low aperture value
for Jane might be that random variation in aperture assocl-
ated with the final consonant obscured patterned variation
of the vowel. Another explanation, that the final -n has

a strong tendency to lower the preceding vocalic aperture,
will be discussed below in the section on consonants.

Maximum aperture values, although less revealing
of vowel patterns, show nevertheless the same relationship
‘expressed above, with four exceptions{ tick<take; Sim<{same;
gem<Jim; and Jane< Jeanne.

Minimum aperture values in the large majority of
instances supported the relationship beat<bait<bit<bet€bat.
There were the exceptions said = sad, fill »fell, seempsame,
and kin)Ken.

Mean diffuseness was according to the rule

5The symbolization» here means that with respect
to the stated value the former was greater than the latter.
Conversely, < means less than in that parameter.
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beat>baitybit)betdbat, with one exception: Kenykin. Maxi-

mum diffuseness also fit the same pattern, exceptions being

each<H, and four instances of words with -1, -m, or -n.
Minimum diffuseness was according to patfern,

with seven exceptions, all with -1, -m, or -n, including

one instance (Jim = gem) where both words had the same

minimum diffuseness value.
The values for aperture and diffuseness, with a
few exceptions, provide evidence for ranking the front

vowels in a continuum beat, bait, bit, bet, and bat. With

less consistency the same vowels could be arranged in the,
same continuum on the basis of data for height (F1) or
frontness (Fz). The data on first formapt and second forf
mant frequency alone, although available, fully tabulated
in the computer printout, are not summarized here. In
general, the first formant alone gives a better cue for
front vowel discrimination than does the second formant
alone. Both formants taken together, as aperture or
diffuseness, give better discriminability than either of
the two formants alone. Sample values for first and second
formants are given in Tables 2 through 7.

The values for F1 are reported in octaves above
55 cycles per second, and for F2 in octaves above 220 cycles
per second, as is discussed on page 46. Because of this

ovo
2

scale compression factor, must be added to all values

for the first formant. A special logarithmic table is
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available for converting first and second formant values
from octaves to cycles per second.

Although differences between the five vowels with
respect to duration in time were not investigated system-
matically, there are tabulated in the computer printout
many data that deserve to bhe commented on briefly. Under
the original hypothesis for the present experiment, it had
been predicted that duration was of less importance for the
discrimination of front vowels than the other parameters
listed. Therefore a measure for the duration of the vowels
was not recorded directly. Instead, as explained on page
%31, each spectrogram was segmented into time-slices of
0.02175 second duration, equivalent to 1/8" linear distance
along the horizontal time axis. The first such slice was
always made just at the point near the beginning of the
vocalic (nuclear) portion where the pattern for both for-
mants could be plainly seen. The last slice was made some
integral number of 1/8" intervals lgter, just at or Jjust
before the point where the vocalic pattern for both formants
ceased, or a consonantal pattern began. The rough data for
duration then do not represent time to the nearest.21.75
milisecond interval, but to the next lower interval number.
But the intervals were numberéd starting with one, rather

than zero. The data on duration are thus overestimated.

6A computer program for generating such a table
can be obtained from the author on request.
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Any one value for time might be just under 21.75 mili-

seconds too high in the extreme case. With this warning

in mind, the data on vowel duration can be examined. Table

2, following, can be used to interpret the time scale.
Despite numerous exceptions, the duration rela-

tionship is clearly batybaitybeathbit = bet, for both

voiced and voiceless codas. When vowels before voiced
codas are compared with the same vowels before voiceless
codas, it is usually the latter that are shorter, for

example sadMsgat,saidyset.

One important way in which vowels differ from
each other is in the extent of increase or decrease in
aperture and diffuseness. As will be discussed in greater
deatail below, the vowel of bait tends to show a decrease
in aperture and an increase in diffuseness from the begin-
ning to the end. The vowel of bat conversely, increases
in aperture and diffuseness will be discussed below in
the section on differences within the vowels. In the fore-
going paragraphs the influence of the final consonant has
not been pointed out. The noted differences between the

vowels occur regardless of what consonant follows.

Differences within the vowels

As was to have been expected (Lehiste and Peterson,
1961: 268-227), the movements of the first two formants dur-

ing the %owel were quite apparent. Particular attention
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Table 2. Table for Reading Time Scale from
Spectrograms.

T = time in eighths Time in
of an inch of centiseconds.
spectrogram length

1 2.175

2 4.350

3 6.525

4 8.700

5 10.875

6 13.050

7 15.225

8 17.400

9 19.575

10 21.750

11 23.925

12 26.100

13 28.275

14 30.450

15 32.625

16 34,800

17 36.975

18 39.150
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has been devoted in the present experiment to the changes
in formant frequencies at the ends of the vocalic nuclei.
It had been hoped that the data would reveal dynamic
changes, in particular in aperture and diffuseness, that
could be clearly associated with (1) the consonants alone,
and with (2) the vowels alone. The data were unfortunately
insufficient to show such differences in dynamic aperture
and diffuseness with statistical confidence. It had been
anticipated that there could be found clearly bounded tar-
get positions for diffuseness and aperture, similar to the
formant targej positions found by Lehiste and Peterson
(1961). Instead of assuming clear target positions, the
diffuseness and aperture values tended to change as rapidly

as 1OVO

in 15 centiseconds, or as slowly as one octave per
second, or perhaps not at all. Despite the fact that there
did not emerge clearly identifiable patterns, changes could
nevertheless be noted in the dynamic aperture and dynamic
diffuseness values that could nevertheless be noted in the
dynamic aperture and dynamic nuclei found by Lehiste and
Peterson for dynamic formant configurations. The vowel of
bait was found to have a decrease in aperture at the rate
of about 1°V° per 12 centiseconds, accompanied by an

19V0 in 10 centiseconds.

increasing diffuseness as great as
The changes in the vowel of bait tended to be distributed

over a considerable portion of the vowel.
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Dynamic changes were also noted in the vowel of
bat, as mentioned above. The peak rates of change were
less extreme than the changes for bait, but as they tended
to cover the entire length of the vowel, and as the vowel
‘of bat is the longest vowel of the five, the maximum
extent of change in aperture and diffuseness for bat tend-

ed to be quite large.

Vowel to consonant transition

In addition to the changes within the vowel that
can be considered intrinsic to the vowel, there areuin the
data patterns that might be considered to be characteristic
of the following consonant. In words terminating with a
velar stop there was a rather clear tendency for the
diffuseness to decrease toward the end of the word. Aper-
ture in such words was either steady or slightly down. In
words endiné in an apical stop the diffuseness decreased
on the end, except in the word hate, and aperture was either
steady or slightly up. The pattern for labial stops is less
clear, but it appears that the aperture curve is concave
downward. Diffuseness in words with final labial stops
tends to go down, except in words like shape. Additional
data would be needed to investigate more thoroughly the
patterns in words terminating in labial stops.

Vowel to consonant transition patterns for the

other obstruents could not be specifically established as
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being different from the stop transition patterns. A
striking characteristic of the pattern for words ending

in -1 is the rapid decrease in diffuseness to a very low
value, sometimes below 0.5°V°. 1In words ending in -m or
-n there is a likewise a decrease in diffuseness in most
cases. In some instances of ' the word same however there
is a tendency for the diffuseness to remain steady at the
end. It will be remembered that the diffuseness usually
increases in words with that vowel. The net effect of the
two tendencies, increasing diffuseness for the vowel and

decreasing diffuseness for the nasal consonant, appears to

be a cancellation.

Summary
Observation of certain acoustic phonetic para-

meters, in particular aperture and diffuseness, revealed
on a low levél of phonological abstraction that the front
vowels of Midwestern American English can be arranged in
continua as follows.

diffuseness:; Dbeat>bait?bitbetdbat
aperture: beat<{bait{bit<bet<bat

duration: bat)ybait>beat)bitrbet

The vowel of bait was seen to have decreasing aperture and

an increasing diffuseness which, because of the great extent
of dynamic aperture and diffuseness change, set 1t apart

from all other front vowels. Less extreﬁe were the rates
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of change in the diffuseness and aperture in the vowel of

bat. The vowels of beat, bit, and bet were found to be
homogeneous in their vocalic portion. In other words, no
changes in the nuclei of those words could be found that
could not be attributed to the consonantal transition.
These findings agree with those of Lehiste and Peterson
(1961: 276-277).

An attempt was made, not completely successful, to
isolate and quantify the vowel-to-consonant transitions of
front vowels in terms of dynamic aperture and diffuseness
characteristics. More data would be required for a defini-
tive study of vowel-to-consonant transitions in terms of the
parameters discussed here. The cost of collecting and pro-
cessing sufficient date for such a study might well be pro-
hibitive, in the present state of the art of formant measure-
ment. The data presented here for the vowels and semicon-
sonants themselves may, however, be of some value in phono-

logical research.

Phonemic interpretation

As was stated in chapter 1, the present disserta-
tion is not intended as a work of phonemics but as a contri-
bution to phonetics. A phonemicist is invited to draw what-
ever conclusions he wishes from the data presented here.
Nevertheless, the phonetic data presented here have been

collected with a view toward their possible application in
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the phonemics of American English. It might be desirable
at this point to return to the first chapter. Under

Assumption 2 (page 4), the search has been for those

acoustic phonetic patterns of speech events that are the
most predictable (lLeast random). It is held here that
answers, tentative though they may be, have been suggested

for Questions 1 and 2 for the present corpus. The answer

to Question 1 (page 7) is that the front vowels are simi-
lar 4o each other and dissimilar to each other according

to the continua iisted in the summary. Similarity is thus
seen to be, on the second level of phonological abstraction,
not as an absolute opposition but as a relative continuum.

Under Assumption 6 (pages 5 and 6), the parameters of

acoustic phonetics do not always agree with each other.
A phonologist is thus free to choose one parameter in pref-
erence to another, provided he does so on sound theoretical

grounds.
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Appendix A

Derivation of Aperture Formula

In this section an attempt will be made to show
how the definition of aperture (p. 43) was derived. |

In accordance with previous data reported in
the literature, (Joos, 1948: 52; Hockett, 1955, 195), it
was to have been expected that the present front vowel
data, when plotted in F2F1 space would lie within an
elipse whose longer axis would have a negative slope (i.e.
would slope downward from left to right in the first quad-
vrant). The aperture line is taken to be that long axis,
a straiéht line. The general form for a linear equation
corresponding to such a line is A = ay - fAx + k. It will
be noted that the cdefficient of y is positive and the
coefficient of x is neéative. If, as was expected, the
slope of the line were steep, the absolute value of o
would be greater than the absolute value of 3. In fact,
arranging the data of Peterson and Barney (1952) in the
manner outlined here would yield a line approxiﬁately 17°
off the vertical. Other data for other speakers could be
expected to give different aperture lines, but their
slopes would certainly be negative and probably steep.
' The following drawing, Figure 11, will be refer-

red to in explaining the formula for aperture. It is

desired to consider the aperture value of a point, p, on
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Figure 11. Derivation of

Aperture Formula
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the aperture line. The aperture line is designated here
as one of a pair of new rectilinear coordiﬁates, namely
the axis of abscissas (x'). The origin is the point of
zero aperture, the arbitrary reference point mentioned on
page 38. The standard formulas for expressing the rel-
ationship between the o0ld set of coordinates (x,y), and
the axes (x', y'), are

x' = (x - h)cos @ + (y - k)sin ©

and
y' (y - k)cos © + (x - h)sin 6,

where © is the angle through which the old x axis is
rotated counterclockwise, and (h,k) is the point (in the
0ld system) to which the origin is moved. The value of h
has heen chosen to be - 3, and k =0. The angle © has m

as its tangent.

1 -1

cos 0 = =
+ftan<e + 1 J—ﬁz + 1 ]
sin © = tane.cos & = gaf}.ﬁ = T—m
tan™ 0 + 1 m= + 1 .
x-2-m
x' = — = aperture,
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Evaluating the formula by replacing the slope
and interéept data which were empirically derived yields
aperture = 1.2350 - .3104x + .9506 vy,
satisfying the conditions that x be negative, that y be
positive and that [y/>/xi . The value of 6, which does not
enter into the computation program, is equal to 108° 5?,

an angle 18° 5' off the vertical.
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Appendix B. MAD Computation Program

R PROGRAM FOR FRONT VOWEL APERTURE Je Ae REEDS

I'RDD

I*R PODAs CCNTsDAR

D'N CRUDte#*10)

R'T sI2%s, ZIPZIP

CCNT=0

R'T $Cé6#*$y PODA

INTEGER ZIPZ1P
R PRELIMINARIES AND GENERAL INPUT

V'S OUT 1= $39H DETERMINATION OF FRONT VOWEL APERTURES »/13H
1Je Ae REEDS»/72CH*S

VS Z(0})=8344458349875.

T'H S99+ FOR T=1s19TeGoel8
TIME(T)=T N
R*T $1214%%, SNtlsl)eeeSN(41324)
RYT $4012%#%9 MAX(1)eeeMAX(4&41)
R¢T $12C6%#Ss CN(1)eeoeCN(4])

RIT $2412%%y TOP(191l)eeeTOP(41924)

INTEGER TOPy» MAXs CNs NAMEs COWs SNs TIMEs Ts N» Rs Ss LLAs
1LLB» ALPHAs BETA, ZZ» ATHENEs ZEUS

DN F1(24%18)9F2(24%18)s NAME(24)s TOP(41#24) MAX(41)+COW
1(816)sCN(41)+sSNI{GL#24)sTIME(18)sP(24)9Q(24) S(24) s AQ(24%
218)9 DQ(24*18)+MOSES(816)s DATA(24%2)

Wale/ELOGe (260)
R ITERATION WHICH CONSIDERS EACH CONTEXT ONE AFTER ANOTHER
T'H S1y FOR R=13519ReGabl
R IMPUT OF FORMANT FREQUENCY DATA FOR PARTICULAR CONTEXT
R*'T $12C6%%, NAME (1l)eeeNAME(24)

R'TGEORGEs LLAs LLB

VISGEORGE=$2]2#$%

R*T HENRY»S(1)eeeSIMAX(R))

TtHST6+FORN=1419sNeGeMAX(R)

RYTINS5sF1({Nsl)eeoF1{NsTOP(RyN})
RY'TINSosF2(N+1)eeaF2{NsTOP(RyN))

WI'R RaLeZIPZIPsT*0S1

V¢S HENRY=$T72]1%S

VISINSa315F4,3#%

CONTINUE
R
R ITERATION WHICH CONSIDERS EACH VOWEL SAMPLE ONE AT A TIME
R

T'HS49FORN=1519NeGeMAX(R)
EXECUTE PLOT14(05551006915)
EXECUTE PLOT24(COWs30a90095690e)
P*'T OUT 69SNIRsN)s NAME (N)sR

VISOUT6=$11H1FOR SAMPLE I4s16Hs APPEARING IN ' C6s. 1H's OF co

LNTEXT NUMBER [3s1HO%*S
P¢T OUT 7

VI SOUT7=$1HOS11sH+T+5510s H+D+ 9SO s H+APERT+3S11 oH4 X414 S

1129sH+Y4+, 1HO®S
MED=Q

MEAsQ

WWD=0

WWA=0
MND=200,
MNA=200,
MXD==200.

003
3

017
017

021

023
024
025
026
027
028

029
030
038

068
069
070

86

92
113
116
125
128
137
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Appendix B (Continued)

MXAm=200.
R ITERATION WHICH CONSIDERS EACH INSTANT OF TIME ONE AT A TIME
T'HS5+FORT=1919T«GeTOP(RsN)
R COMPUTATION OF FIRST AND SECOND FORMANTS IN OCTAVES» AS WELL AS
R DIFFUSENESS AND APERTURE

X=W *ELOGol(FZ(N-T)+.919)*Z(S(N’)/220.'
Y=W BELOGe ((F1(NsT)+e019)%2(S(N))/55.)
D= *ELOG.((FZ(NOT)+0019)/(F1(NDT)+0019))
APERT= 162350 = «3104%X 4 +¢3506%Y

DQ(NsT)=D

AQ{N»T)SAPERT
R
R PRINT OF TABLE OF ABOVE-COMPUTED QUANTITIES
R

PYTOUTB8sTeDsAPERT o XY
VeSOUTE=3510s1294F13e4%S

INTSTIMEI(T)

EXECUTE PLOT 3¢(SDS$»INT»D»l)

EXECUTE PLOT 34(SASsINTSAPERT»1)

MED=D+MED

MEA=APERT+MEA

CONT INUE

WWO=WWD+D

WWASWWA+APERT

WYRMNXeGeX o MNX=X

WIRMND+G oD s MND=D

W'R MNA+GeAPERTs MNA=APERT

WIRMXDel «D 9 MXD=D

WYRMXAeL sAPERT sMXA=APERT -

CONTINUVE

COMPUTATION OF STATISTICAL QUANTITIES

DN

MED=MED/TOP (RsN)

MEA=MEA/TOP (ReN}

RND=MXD=-MND

RNA=MXA=MNA
R PRINT OF TABLE OF STATISTICAL QUANTITIES
PeT OUT99sMEDIMEA

PIT OUTL1eMXDeMXA

P'T OUT129sMNDsMNA

PtT OUT139RNDIRNA

CtE

W'R PODA «NEe« NAME(N)

MAXD=0,

MAXA=0e

T'HMTsFORDD=1419sDDeGsCCNT

WIRMAXDeLE« CRUD(24DD) sMAXD=CRUD{2+DD)
WIRMAXASLE«CRUD(5+sDD) sMAXA=CRUD(5+DD)
C'E

MIND = MINe (CRUD(391)0esCRUD{3+CCNT))
MINA = MINe(CRUD{631)ee e CRUD(69CCNT))
RANGD = MAXD-MIND

RANGA = MAXA-MINA

MEAND = 0

MEANA = 0

T¢H XXERRs FOR DAR = 151+sDAReGoCCNT
MEAND = CRUD(13sDAR)+MEAND

140
143

144
145
146

148
149

172
175
176
179
180
191
206
207
216
218
219
222
223
242

265
266
277
278
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Appendix B (Continued)

MEANA = CRUD(49DAR)+MEANA

MEAND = MEAND/CCNT

MEANA = MEANA/CCNT

PIT$S9s CH91198(S29sF53)%3,PODACCNT9sMEAND sMAXDsMIND»RA
1NGD sMEANAs MAXA sMINA s RANGA

CCNT=0

PODA =NAME(N)

T1O XERXES

O'E

CCNTaCCNT+1

CRUD(1+CCNT ) =MED

CRUD(2+CCNT ) sMXD

CRUD{3+CCNT)=MND

CRUD{4»CCNT )sMEA

CRUD(5+CCNT )=MXA

CRUD (63sCCNT ) =MNA

Er*L

VISOUT9eS1HO»S3sH+MEANS +5S5294F13e4%S
VISOUT 11=$1HO3S3 sH+MAXIMA+95294F13+4%3
VISOUT 128S1HO»S3sH+MINIMA+5S5294F 1344 %S
VISOUT 13=81H0»S3 sHHRANGES+95294F1344#S

R
2 PRINT OF GRAPH OF DIFFERENCE BETWEEN FORMANTS» AND APERTURE
R
PRINT COMMENTS1PLOT OF DIFFERENCE BETWEEN FORMANTS IN OCTAVES
1 (D)s AND APERTURE (A) IN OCTAVES ABOVE REFERENCES
EXECUTE PLOT4+(1250RD)
ATHENE=1
V*SORD=S OCTAVESS
EXECUTE PLOT14(0+591096915)
EXECUTE PLOT2¢(MOSES930e90ss60sle)
VS HERA=S OCTAVESS
CONTINVE
T'H S100sFORN=1s19NeGeMAX(R)
WIR NeLEeLLA
ZEUS= 549
O'R NeGE.LLB
2EUS=S~-$
O'E
ZEUS=S$0S$
E'L
T'H S1009FORT=1919TeGeTOP(RsN)
WIR ATHENE+Eel
AJAX=AQ(NsT)
O'E
AJAX=DQ(Ns T)
E*L
INT=T
EXECUTE PLOT 36(ZEUS» INT9»AJAXs1)
CONTINUE
R
R
R COMPOSITE PLOTS OF CHANGE IN APERTURE AND DIFFUSENESS
R FOR EACH CONTEXT
R
W¢R ATHENE.E.1l
PRINT COMMENT S1COMBINED APERTURESS
OtE

298
299
300
301
302
303
304
305

313
314
315
316
317
318
319
320
321

322
323
324
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Appendix B (Continued)

PRINT COMMENT $1COMBINED DIFFUSENESSESS
E'L

P*T HERMESs NAME(1)» NAME(MAX(R})

ViS5 HERMES=$S11512(C6954) %S

EXECUTE PLOT4e(119HERA)

W'R ATHENE«NEe1l»T*0S1

ATHENE=ATHENE+1

T'0 S102

CONTINUE

E'M
R
R THAT WAS PROGRAM FOR FRONT VOWEL APERTURE WITH STANDARD M AND B

325
326

328
329
330
331
332
333
334



APPENDIX C

TABLES OF DIFFUSENESS, APERTURE,

FIRST, AND SECOND FORMANTS IN THE

WORDS 'MEAT, 'MITT,' 'MATE,' 'MAT,'
'DEED, ' AND 'DID.'



Table 3.

84

in the word 'meat,' Sample Number 458.

Time Interval
Number

OJ0WIIPHWVWIN —

Mean
Maximum
Minimum
Range

Diffuseness
in Octaves

3.093
3.073
3.071
3.101
3.077
3.031
2.987
2.929

3.045
3.101
2.929

172

Aperture
in Octaves

2.194
2.234
2.258
2.248
2.285
2.335
2.367
2.411

2.292
2.411
2.194

217

X
(F,)

3.122
3.154
3.188
3.218
3.238
3.250
3.234
3.217

Diffuseness, Aperture, F2, and F1
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Teble 4. Diffuseness, Aperture, F2’ and F1
in the word 'mitt,' Sample Number 11.

Time Interval Diffuseness Aperture X Y

Number in Octaves in Octaves (Fz) (F1)

1 1.953 3.120 2.875 2.922

2 1.986 3.111 2.910 2.924

3 1.906 3,176 2.893 2.987

4 1.851 3.217 2.874 3,023

5 1.811 3.245 2.859 3.048

6 1.756 3.281 2.83%3 3.077

7 1.676 3.33%4 2.798 3.121
Mean 1.849 3.212
Maximum 1.986 3,334
Minimum 1.676 3.111

Range .310 :223



Table 5.

86

Diffuseness, Aperture, FZ’ and F1

in the word 'mate,' Sample Number 486.

Time Interval
Numbexr

WO 0—1OUT-R VN —

Mean
Maximum
Minimum
Range

Diffuseness
in Octaves

2.537
2.525
2.656
2-768

Aperture
in Octaves

2.583 -
2.645
2.576
2.514
2.453
2.339
2.243
2.193
2.299

2-427
2.645
2.193

.452

X
(F,)

2.903



Table 6 .
in the word

87

'mat ,' Sample Number 206.

Time Interval Diffuseness

Number

N=OWO~NT0WWIHVIN -

-—

Mean
Maximum
Minimum
Range

in Octaves

. 098

.215
.342
.449
.485
.484
450
.384
.281
170

PRV N Q. NI N U QI UL I (L O Y
L]

00O
N O
W —

1.265

1.485
.823"
.662

Aperture
in Octaves

5.841

OO ]
U1 0O
W P~

334

Diffuseness, Aperture, F2, and F1

X

(¥,)

2.732

2.798
2.886
2.969
3.011
5.033
3.021
2.968
2.892
2.795
2.664
2.549



Table 7.

Time Interval
Number

- s s
\NN-“OKOCD\]O\UT-P\NN—‘

Mean
Maximum
Minimum
Range

88

Diffuseness, Aperture, F2, and F1
in the word 'deed,' Sample Number 309.

Diffuseness
in Octaves

W OVIWWWNWO®
NO~IUVIDO OO

. '3 [ ] . . . .

OO0~

(S ACNAGMAGMAU RN AU AN AW AN\
L ] L] [ ]
=
—

Aperture
in Octaves

A A AUNAS A AU REARC AU RN ARG RU AN |

X
(F

-495
-536
-591
.636
.666
.686
.695
.687
.656
.630
.607
573
.502

5)

ST SIS ST ST ST SESE ST §)

~
._th (25}

N =
0>

aooOnoONOYOYUITUT UT VT - B\
NN\ O3 =20 O
-

OVOWTUIT\UJTUT WO = &~

)



Table 8.

in the word 'did,’

Time Interval Diffuseness
in Octaves

Number

O~1TOWWJIH~VUN -

Mean
Maximum
Minimum
Range

2
2
2

JETQUT QT QN O]

- N —

89

Diffuseness, Aperture, FZ’ and F1

Sample Number 337.

.176
. 146
. 084
. 035
.988
.938
.856
T

.999
. 176
<771
. 405

Aperture
in Octaves

(VA AU R G AU AU AU ARN AR R SRS

.012
. 015
. 044
.050
.067
. 087
.109
. 149

. 067
. 149
.012
137

X
(F5)
%.036
2.998
2.950
20887
2.844
2.801
2.714
2.650

Y
(F,)

2.860
2.852
2.867
2.852
2.856
2.862
2.858
2.879



APPENDIX D

PLOTS OF DIFFUSENESS AND APERTURE IN
- THE WORDS 'MAT,' 'DEED,' AND 'DID.'
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Figure 9.
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Plot of Diffuseness and Aperture in Sample

'deed.'



93

O APERTURE
o ©
o ©O
3l-o0 o ©
A A
5 A
2 |- A
" A
wl A .
E A DIFFUSENESS
(&)
o
-
0 | I | I | l
0 K 2 3

TIME IN SECONDS
Figure 10. Plot of Diffuseness and Aperture in Sample

Number 337, 'did.’



Bibliography

Albright, R. W. The International Phonetic Alphabet.
(Publication of the Tndiana University Research
Genter in Anthropology, Folklore, and Linguistics,

No. 7.) Issued as Pt. 3 of IJAL, XXIV, No. 1
- (1958). Baltimore: The Waverly Press, Inc., 1958.

Alkon, P. L. nBehaviourism and Linguistics: An Historical
Note," L&S, II (1959), 37-57.

Ammer, K. "Zum Phonembegriff," Wiener Slawistisches
Jahrbuch, XI (1964), 47-55.

Andrade, M. J. "Some Questions of Fact and Policy Concern-
ing Phonemes," Lg, XIT (1936), 1-14.

Arend, M. Z. "gaudouin de Courtensy and the Phoneme Idea,”
Le mattre phonétique, 3rd series, No. 49 (1934),
2_3,

Austin, W. M. "Criteria for Phonetic Similarity," Lg,
XXXIII (1957), 538-544.

Balk, Frida. "The Pronounceability of Phonemes and its
Consequence for Linguists," Linguistics, No. 9,
November, 1964, 5-12.

Bazell, C. E. "The Choice of Criteria in Structural
Tinguistics," Linguistics Today. New York, 1954,
6-15. [Equivale_t—%——n o Word, X 'T‘f 954), 126-135.]

Bazell, C. E. "Three Conceptions of Phonological Neut-
ralisation," For Roman Jakobson. The Hague:
Mouton & Co., 1956, 25-30.

Belasco, S. "The Differentiation of Allophonic and Non-
allophonic Segments in Phonemic Analysis," AS,
XXXIV (1959), 269-279.

Berger, M. D. "Neutralization in American English Vowels,"
Word, V (1949), 255-257.

Black, J. W. "Effect of the Consonant on the Vowel,"
JASA, XIX (1939), 203-205.

94



95

Black, J. W. "Natural Frequency, Duration and Intensity
ofsVowels in Reading," JSHD, XIV (1949),
216-221.

Black, J. W. "The Information of Sounds and Phonetic
Diagrams of 1 and 2 Syllable Words," JSHD, XIX

(1954), 397-411.

Bloch, B. "Phonemic Overlapping," AS, XVI (1941),
278-284.

Bloch, B. and G. L. Trager. Outline of Linguistic
Analysis. (Serial Publications of the Linguist-
ic Society of America.) Baltimore: Waverly
Press, .Inc., 1942.

Bloch, B. "A Set of Postulates for Phonemic Analysis,"
Lg, XXIV (1948), 3-46.

Bloch, B. "Contrast,” Lg, XXIX (1953), 59-62.

Bloomfield, L. "A Set of Postulates for the Science of
Language," Lg, II (1926), 153-164.

Bloomfield,L. "American English," Le maltre phonétique,
3rd series, No. 42 (1927), 40-42.

Blabmfield, L. Language. New York: Holt, Rinehart and
Winston, 1933.

Bloomfield, L. "The Stressed Vowels of American English,"
Lg, XI (1935), 97-116.

Bolinger, D. L. "Comments on Pike's American English
Intonation," Studies in Linguistics, V (1947),
09~-173.

Bolinger, D. L. "Length, Vowel, Juncture," Linguistics,
No. 1, October, 1963, 5-29.

Brgndal, V. "Sound and Phoneme," Proceedings of the
Second International Congress of Phonetic
Sciences (19%0b), 40-45.

Brubaker, R. and M, W. Altshuler. "Vowel Overlap as a
Function of Fundamental Frequency and Dialect,"
JASA, XXXI (1959), 1362-1365.

Bush, Clara N. DPhonetic Variation and Acoustic Distinc-
tive Features. The Hague: Mouton & Co., 1964.




96

Caffee, N. M. "The Phonemic Strﬁcture of Unstressed
Vowels in English," AS, XXVI (1951), 103-109.

Campbell, N. R. Physics the Elements. Cambridge:
Cambridge University Press, 1919. (Reprinted
as: Foundations of Science. New York: Dover
Publications, Inc., 1957.)

Carroll, J. B. The Study of Language: A Survey of
Linguistics and Related Disciplines in America.
CamEridge, Mass.: Harvard University Press,
1953.

Carroll, J. B. "Communication Theory, Linguistics, and

Psycholinguistics,”" Review of Educational
Research, XXVIII (April, 1958), 79-88.

Castle, W. E. "A Comment on the Possible Invariance of
Format Structure for Specific Vowel Phonemes,"
Linguistics, No. 13, April, 1965, 16-24.

Chao, Y. R. "The Non-Uniqueness of Phonemic Solutions of
Phonetic Systems," Bulletin of the Institute of
History and Philolo (Academia Sinica, IV,
Shanghai), 1934, 363-397.

Chao, Y. R. Review of Preliminaries to Speech Analysis,
in Romance Philology, VILI (1952), 40-46.

Chao, Y. R. "Linguistic Prerequisites for a Speech
Writer," JASA, XXVIII (1956), 1082-1091.

Cherry, E. C., M. Halle, and R. Jakobson. "Toward the
Logical Description of Languages in their
Phonemic Aspect," Lg, XXIX (1953), 34-46.

Chiba, T. and M. Kajiyama. The Vowel, Its Nature and
Structure. Tokyo: 1941.

Chomsky, N. Syntactic Structures. 's-Gravenhage:
Mouton & Co., 1957.

Chomsky, N. Review of Hockett, A Manual of Phonology, in
IJAL,XXIII (1957), 223-234%.

Chomsky, N. and G. A. Miller. "Finite State Languages,"
Readings in Mathematical Psychology. Edited
y R. D. Luce, R. R. Bush, and E. Galanter. II.
New York: John Wiley & Sons, 1965.




97

Chomsky, N. and M. Halle. nSome Controversial Questions
in Phonological Theory," Journal of Linguistics,
I (1965), 97-138.

Churchman, C. W. and P. Ratoosh (eds.). Measurement:
Definitions and Theories. New York: John Wiley
% sons, Inc., 1959.

Cohen, A. The Phonemes of English. The Hague: Martinus
NIJhoff, 1952.

Cohen, A., C. L. Ebeling, K. Fokkema, and A. G. F. Van
Holk. Fonologie van het Nederlands en het
Fries. Tweede Druk. 's-Gravenhage: Martinus
Nijhoff, 1961. ‘

Coombs, C. H. A Theory of Data. New York: John Wiley &
Sons, Inc., 1964.

Cooper, F. S., A. M. Lieberman, and J. M. Borst. "The
Interconversion of Audible and Visible Patterns
as a Basis for Research in the Perception of

Speech," Proceedings of the National Academy

of Sciences, XXIV 519517, 507-606.

Cooper, F. S., P. C, Delattre, A. M. Lieberman, J. M.
Borst, and L. J. Gertsman. "Some Experiments

on the Perception of Synthetic Speech Sounds,"
JASA, XXIV, (November, 1952), 597-606.

Crandall, I. B. "Dynamical Study of the Vowel Sounds, IIL,
The Bell System Technical Journal, VI, (January,

1927), 100-116.

Danielsson, B. John Hart's Works on English Orthograph
and Pronunciation (15571, 1569, 1570) vols.
Stockholm: Almquis i

Davis, K..H., R. Biddulph, and S. Balashek. "Automatic
: geco ition of Spoken Digits," JASA, XXIV (1952),
37-642.

de Groot, A. W. '"Instrumental Phonetics. Its Value for
Linguists," Koninglijke Akademie van Weten- -
schappen, AfdeeIiggen Tetterkunde, Mededeelingen,
IJXV, A.2 92 y 37"'960

de Groot, A. W. "Phonologie und Phonetik als Funktions-
wissenschaften," TCLP, IV (1931), 116ff.




de Groot,

98

A. W. "Structural Linguistics and Word Classes,"”
Lingua, I (1948), 427-500.

de Saussure, F. Course in General Linguistics. Edited by
C. Balley and others. New York: Philosophical

Delattre,

Delattre,

Delattre,

Delattre,

Delattre,

Delattre,

Denes, P.

Denes, P.

Library, 1959. (Translated by W. Baskin from
the French: Cours de linguistique générale.
Paris: Payot, 1916.)

P. C., "Un triangle Acoustique des voyelles
orales du frangails," French Review, XXI
(May, 1948).

P. C. "The Physiological Interpretation of
Sound Spectrograms," PMLA, LXVI (1951), 864-875.

P. C., A. M. Lieberman, and F. S. Cooper.
"Voyelles synth&tique B deux formantes et
voyelles cardinales," Le maltre phonétigue,
No. 96 (1951), 30-36.

P. C., A. M. Lieberman, F. S. Cooper, and L. dJ.
Gertsman. "An Experimental Study of the
Acoustic Determinants of Vowel Coler," Word,
VIII (December, 1952), 195-210. -

P, C., A. M. Lieberman, and F. S. Cooper.
"pAcoustic Loci and Transitional Cues for Con-
sonants," JASA, XXVII (July, 1955), 769-773.

P. C. "Indices Acoustiques dans la Parole,"
Phonetica, II (1958), 108-118.

B. "The Design and Operation of the Mechanical
Speech Recognizer at University College London,"
Journal of British Institution of Radio
Engineers, X1X, (1959), 219-229.

B. and M. Mathews. "Spoken Digit Recognition
Using Time-Frequency Pattern Matching," JASA,
XXXITI (November, 1960), 1450-1455.

Diebold, Ae R., Jr. "A Survey of Psycholinguistic Research,

1954-1964," Psycholinguistics: A Survey of
Theory and Researc roblems. Edited by T. A.
SeEeo%. Bloomington: Indiana University Press,

1965, 205-291.



99

Dobson, E. J. (ed.). The Phonetic Writings of Robert
‘ Robinson. (Early English Text society, No. 238
[for 1953|) London: Oxford University Press,
1957.

Dudley, H. and S. Balashek. "Automatic Recognition of
Phonetic Patterns in Speech,”" JASA, XXX
(August, 1958), 721-732. .

Dunn, H. K. "The Calculation of Vowel Resonances, and
an Electrical Vocal Tract," JASA, XXII (March,
1950), 151-166.

Durand, M. Voyelles Longues et Voyelles Breves.
Goi{ection Tinguistique, No. XLIV.) Paris:
Socidté de Linguistique de Paris, 1946.

Ervin, S. M. and D. Slobin. "Psycholinguistics," Annual
Review of Psychology, XVII (1966).

Esper, E. A. "The Psychology of Language," Psychological
Bulletin, XVIII (1921), 490-496.

nEtudes phonologiques dédides b la mémoire de M. le prince
N. S. Trubetzkoy," TCLP, VIII (1939).

Fant, C. G« M. "Modern Instruments and Methods for
Acoustic Studies of Speech," Proceedings of the
Eighth International Congress of Linguists,
1958), 282-358. '

Fant, C. G. M. Acoustic Theory of Speech Production.
's-Gravenhage: Mouton & Co., 1960.

Fant, C. G. M. "Comments to Professor Mol's "Relation
between Phonetics and Phonemics,'" Linguistics,
No. 9, November, 1964, 29-31.

Fillmore, C. J. "A System for Characterizing Phonological
Theories," Unpublished Ph.D. dissertation,
University of Michigan, 1962,

Firth, J. R. "The Word Phoneme," Le maftre phonétigue,
3rd series, No. 49 (193475 44-45.

Firth, J« R. "The English School of Phonetics,"
Transactions of the Philological Society,

11946), 92-132.




100

Firth, J. R. Papers in Linguistics, 1934-1951. London:
Oxford University Press, 1957.

Fischer-Jgrgensen, E. "Phonologie, Uebersichtsbericht

: Uber Arbeiten in germanischer und romanischer
Sprache," Archiv flir Vergleichende Phonetik,
V (1941), 170-200.

Fischer-Jgrgensen, E. Review of Pike, Phonemics, in Acta
Linguistica, V (1949), 104-109. -

Fischer-J¢rgensen, E. "On the Definition of Phoneme
Categories on a Distributional Basis," Acta
Linguistica, VII (1952), 8-39. B

Fischer-Jgrgensen, E. "The Phonetic Basis for Identifi-
gatign of Phonemic Elements," JASA, XXIV (1952),
11- 17- .

Fischer-Jdrgensen, E. "What Can the New Techniques of
Acoustic Phonetics Contribute to Linguistics,"
Proceedings of the Eighth International Congress
of Linguistics. Oslo: Oslo University Press,
1958, 435-499.

Flanagan, J. L, "A Difference Limen for Vowel Formant
Frequency," JASA, XXVII (1955), 613-617.

Flanagan, J. L. "Automatic Extraction of Formant Frequen-
cies from Continuous Speech," JASA, XXVIII
(January, 1956), 110-118.

Flanagan, J. L. "Difference Limen for Formant Amplitude,"
JSHD, XXII (1957), 206-212.

Flanagan, J. L. "Estimates of the Maximum Precision
Necessary in Quantizing Certain Dimensions of
Vowel Sounds," JASA, XXIX (1957), 533-534.

Flanagan, J. L. "Perceptual Criteria in Speech Proces-
sing," Proceedings of the Stockholm Speech Semi-
nar, Royal Institute of Technology, Stockholm,
{August 29-September 17, 1962.

Flanagan, J. L. and M. G. Shaw. "Pitch Discrimination
for Synthetic Vowels," JASA, XXX (May, 1958),
435-442.

Fletcher, H. Speech and Hearing in Communication. .2nd
Edition. New York: D. van Nostirand Co., Inc.,
1953.




101

Forchhammer, J. Die Grundlage der Phonetik. Heidelberg:
1924.

Forchhammer, J. "Einleitung der Sprechlaute," SL, VIII
(1954), 34-53.

Forgie, J. W. and Carma . D. Forgie. "Results Obtained
from a Vowel Recognition Computer Program,"
JASA, XXXI (1959), 1480-1489.

Fries, C. C. Teachigi and Learning English as a Foreign
Language. nn Arbor, Michigan: University of

Michigan Press, 1945

Fries, C. C. and X. L. Pike. "Coexistent Phonemic Systems,"
Lg, XXV (1949), 29-50.

Fry, D. "The Function of Experimental Phonetics," Lingua,
II (1950), 210-215.

Fry, D. and P. B. Denes. "Mechanical Speech Recognition,"
Communication Theory. ILondon: Butterworths,
Ltd., 1953, 420-432.

Fry, D. and P. B. Denes. "Experiments in Mechanical
Speech Recognition," Information Theory.
London: Butterworths, Ltd., 1956, 2006-212.

Fry, D. "Theoretical Aspects of Mechanical Speech Recog-

nition," Journal of British Institution of
Radio Engineers, XIX (April, 1959), 220-230.

Gleason, H. A., Jr. An Introduction to Descriptive
Linguistics. Revised Edition. New York: Holt,
Rinehart, and Winston, 1961.

Graff, W. L. "Remarks on the Phoneme," AS, X (1935),
83-87 .

Grammont, M. Traitd de phonétique. Paris: 1933.

Green, P. S. "Consonant-Vowel Transition," SL, XII,
No. 2 (1958), 5-53.

Haas, S. W. "Relevance in Phonetic Analysis," Word, XV -
(1959), 1-18.

Halle, M. 1;$heOStrategy of Phonemics,'" Word, X (1954),
"'2 9-



102

Halle, M. "Why and How Do We Study the Sounds of Speech,"
Report of the Fifth Annual Round Table Meetin
The

—————

on Linguistics and Language Teaching.
Tnstitute of Language and Linguistics, School
of Foreign Service, Georgetown University,
Washington, 1954, 73-80.

Halle, M. and R. Jakobson. ZFundamentals of Language.
'1s-Gravenhage: Mouton & Co., 1956.

Halle, M. Review of Hockett, Manual of Phonology, in
JASA, XXVIII (19565, 509-511.

Halle, M. The Sound Pattern of Russian. 's-Gravenhage:
Mouton & Co., 1959. -

Halle, M. and K. N. Stevens. "Speech Recognition: A Model
and a Program for Research," The Structure of
Lan§gage. Edited by J. A. Fodor and J. V. Katz.
Englewood Cliffs, New Jersey: Prentice-Hall,
Inc., 1964.

Hamm, J. "Phonologie und Phonematik," Wiener Slawistisches
Jahrbuch, XI (1964), 74-78.

Hamp, E. P. A Glossary of American Technical Lin istic
Usage. Utrecht: Spectrum Publishers, 1958.

Hamp, E. P. “General Linguistics--The United States in
the Fifties," Trends in European and American

Linggisticsé 1§ED-1960. Utrecht and Antwerp:
Spectrum ishers, 1961.

Hanne, J. R. "Formant Analysis." Unpublished Ph. D.
dissertation, University of Michigan, 1965.

Harris, K. S. "Cues for the Discrimination of American
English Fricatives in Spoken Syllables," L&S,
I, Pt. 1 (1958), 1-7.

Harris, %. S. Review of Trubetzkoy, Grundzige der
Phonologie, in Lg, XVII (1947, 345-349.

Harris, Z. S. "Simultaneous Components in Phonology,"
Lg, XX (1944), 181-205.

Harris, Z. S. Methods in Strﬁdfﬁfa2 Linguisfics.
Chicago: The University of Chicago Press, 1951.

Harris, Z. S. "From Phoneme to Morpheme," Lg, XXXI
(1955), 190-222.



103

Hart, J. C. ﬁ; H. Chester| . An Orthographie. London:
William Seres, 1569. (Reprinted in Danielsson,

1955, 165-228.) o

Hart, J. C. E; H. Chester] . A Methode. London: Henrie
Denham, 1570. (Reprinted in Danielsson, 1955,

229-249.)

Hartmann, F. R. "Behavioristic Approach to Communication:
A Selective Review of Learning Theory and a
Derivation of Postulates," Audio-Visual Commu-
nication Review, XI (1963), 155-190.

Haugen, E. and W. F. Twadell. "Facts and Phonemics,"
Lg, XVIII (1942), 228-237.

Haugen, E. "Phonemics: A Technique for Making Alphabets,"
AS, XXIV (1949), 54-57.

Haugen, E. "First Grammatical Treatise," Language Mono-
graph, No. 25, (1950).

Haugen, E. "Directions in Modern Linguistics," Lg,
XXVII (1951), 211-222.

Heffner, R-M. S. "A Note on Vowel Length in American
Speech," Lg, XVI (1940), 33-47.

Heffner, R-M. S. General Phonetics. Madison: The Uni-
versity of Wisconsin Press, 1950.

Hill, A. H. Introduction to Linguistic Structures.
New York: Harcourt, Brace and Company, 1958.

Hjelmslev, L. "On the Principles of Phonematics,"
Proceedings of the Second Intermational Congress
of Phonetic Sciences, (193%36), 49-54.

Hjelmslev, L. Prolegomena to a Theory of Language.
Revised English Edition. Madison: The Univer-
sity of Wisconsin Press, 1963. (Translated
by F. J. Whitfield from the Danish: Omkring

sprogteoriens grundl else. Copenhagen:
Ejnar Munksgaard, T943.)

Hjelmslev, L. "Structural Analyéis of Language," SL, I
’ (1947), 69-178.




104

Hjelmslev, L. and H. J. Uldall. "Outline of Glossematics:
A Study in the Methodology of the Humanities
with Special Reference to Linguistics," (Part 1:
General Theory, by H. J. Uldall), TCILC, X, No. 1
(1957), 1-90. Copenhagen: Nordisk Sprog- og
Kulturforlag, 1957.

Hockett, C. F. "A System of Descriptive Phonology," Lg,
XVIII (1942), 3-21.

Hockett, C.6F. "A Note on 'Structure,'" IJAL, XIV (1948),
269-271.

Hockett, C. F. "Two Fundamental Problems in Phonemics,"
Studies in Linguistics, VII (1949), 29-51.

Hockett, C. F. "Short and Long Syllable Nuclei," IJAL
XIX (1953), 165-171.

Hockett, C. F. Review of Shannon and Weaver, The
Mathematical Theory of Communication, in Lg,

XXI (1953), 69-93.

Hockett, C. F. "Two Models of Grammatical Descriptiom,”
Word, X (1954), 210-234.

Hockett, C. F. A Manual of Phonology. (Indiana Univers-
ity Publications in Anthropology and Linguistics.)
Issued as Memoir II of IJAL, XXI (October, 1955).
Baltimore: The Waverly Press, Inc., 1955.

Yockett, Ce F« A Course in Modern Linguistics. New York:
The MacMillan Company, 1958.

Hoenigswald, H. M. Review of Pike, Phonetics, in Journal
of the American Oriental Society, LXIV (794747,
I5|'|55-

Hoenigswald, H. M. Language Change and Linguistic
Reconstruction. Chicago: University of Chicago

Press, 1960.

Hoijer, H. "Native Reaction as a Criterion in Linguistic
Analysis," Proceedings of the Eighth Inter-
national Congress o% Linguists, 519557, 573-583.

Housé, A. S. and G. Fairbanks. "The Influence of Consonant
Environment Upon the Secondary Acoustical

Characteristics of Vowels," JASA, XXV (1953),
105-113.




105

Householder, F. W., Jr., Review of Harris, Methods in
structural Dinguistics, in IJAL, XVIIL (1952),

Householder, F. W., Jr., "On'Some RecentACiaims in N
Phonological Theory," Journal of Linguistics,

I (1965), 13-34.

Hubbell, A. F. "The Phonemic Analysis of Unstressed
Vowels," AS, XXV (1950), 105-111.

——

Hughes, G. W. and M. Halle. "Spectral Properties of
Fricative Consonants," JASA, XXVIII (March,

1956), 303=-310.

Hulzén, L. 2. "Free -Allophones," Lg, XXXIII (1957),
36-41. |

Hulzén, L. S. "System Status of Obscured Vowels in
English," Lg, XXXVII (1961), 565-569.

Jakobson, R. "Observations sur le classement phonologique
des consonnes," Proceedings of the Third Inter-
national Congress of Phonetic Sciences. (1939),
34-41. ‘

Jakobson, R. "Kindersprache, Aphasie und alegemeine
Lautgesetze," Sprakvetenskapliga Sallskapets
i Uppsala fgrhandlingar. (Acta, Nova Series),
1940-42. (Reprinted in Jakobson, Selected
Writings. I, 1962, %28-401.)

Jakobson, R. "On the Identification of Phonemic Entities,"
TCILCG, V (1949), 205-213.

Jakobson, R. Selected Writings. I: Phonological Studies.
's_Gravenhage: Mouton& Co., 1962.

Jakxobson, R., G. Fant, and M. Halle. Preliminaries to
Speech Analysis. Cambridge: Massachusetts
nstitute of Technology, 1952.

Jakobson, R. and M. Halle. Fundamentals of lLanguage.
's-Gravenhage: Mouton & Co., 1956.

Jakobson, R. and M. Halle. "Phonology in Relation %o
Phonetics," Manual of Phonetics. Amsterdam:
North Holland Publishing Go., 1957, 215-251.



106

Jensen, E. "The Vowel System of the Flensborg By-Laws,"
TCLC, V (1949), 244-255.

Jespersen, O. ZPhonetische Grundfragen. Leipzig: 1904.

Jespersen, O. Lehrbuch der Phonetik. 4th Editionm.
-~ Leipzig: 1926. ‘

Jones, D. "The 'Word' as a Phonetic Entity," Le maltre
phonétique, 3rd series, No. 46 (1931), 60-65.

Jones, D. The Phoneme. Cambridge: W. Heffer & Sons,
Ltd., 1950.

Jones, D. An Outline of English Phonetics. Eighth Edi-
tion. Cambridge: W. Heffer & dons, Ltd., 1956.
Jones, L. G. "Acoustic Patterns of the Russian Vowels,"

Unpublished Ph.D. dissertation, Harvard
University, 1952.

Joos, M. ™"Acoustic Phonetics,” (Language Monograph, No.
23). Issued as Supplement to Lg, XXIV (April-
June, 1948). Baltimore: Linguistic Society of
America, 1948. .

Joos, M. "Description of Language Design," JASA, XXITI,
No. 6 (1950), 701-708. —

Joos, M. (ed.). Readings in Linguistics. Washington:
American Council of Learned Societies, 1957.

Jousse, M. ftudes de Psychologie Linguistique. (Archives
de Philosophie, II, No. 4.) Paris: Beauchesne,
1925.

Kenyon, J. S. American Pronunciation. 10th Edition.
Ann Arbor, Michigan: George Wahr Publishing
Company, 1949.

Krapp, G. P. The Pronunciation of Standard English in
America. New York: 1919.

Kurath, H. with the collaboration of M. L. Hansen,
J. Bloch, and B. Bloch. Handbook of the Linguist-

ic Geography of New England. Providence: Brown
ﬁniversify %ress, T939.

Kurath, H. Review of Bloch and Trager, Outline of Linguist-
ic Analysis, in American Journal of ilology,

i
IXVI (1945), 206-270.




107

Kurath, H. "The Binary Interpretation of English Vowels,"
Lg, XXIIT (1957), 111-122.

Karath, H. "Some Questions of English Phonology, 4 Reply,"
Lg, XXXIV (1958), 259-260.

Kurath, H. and R. I. McDavid, Jr. The Pronunciation of
English in the Atlantic States. Ann Arbors: The
University of Michigan Press, 1961.

Kurath, H. A Phonolo%% and Prosody of Modern En%lish.
Ang Arbor: e University of Michigan Tess,
1964.

Kuryzowicz, J. "Contributions A la thdorie de la syllable,"
Bulletin de la Société polonaise de linguistique,
VILI (1948), 80-114.

Ladefoged, P. "The Classification of Vowels," Lingua,
v (1956), 13.

Ladefoged, P. and D. E. Broadbent. nInformation Conveyed
- by Vowels," JASA, XXIX (January, 1957), 98-104.

Ladefoged, P. Elements of Acoustic Phonetics. Chicago:

The University of Chicago Press, 1962.

Laver, Je De Me He nVariability in Vowel Perception,”
1&S, XVIII (1965), 95.

Lees, R. B, "Two Views of Linguistic Research,"
Linguistics, No. 11, January, 1965, 2-29.

Tehiste, I. and G. E. Peterson. "Vowel Amplitude and
Phonemic Stress in American English," JASA,

( 1959). 428-435.

Lehiste, I. and G. E. Peterson. "The Identification of
Piltered Vowels," Phonetica, IV (1959), 161=-177.

TLehiste, I. and G. E. Peterson. "Some Basic Considera-
tions in the Analysis of Intonation," JASA,
YXXIII (April, 1961), 419-425. -

Lehiste, I. and G. E. Peterson. "Transitions, Glides,
and Dipthongs," JASA, XXXIII (1961), 268-277.

Lejniks, V. "The Phonemic Code of English,” Linguistics,
No. 14, May 1965, 23-32.




108

Liberman, A. M., P. C. Delattre, and F. S. Cooper. "The
' Role of Selected Stimulus Variables in the

Perception of Unvoiced Stop Consonants," The

American Journal of Psychology, LXV (October,

1952), 497-516.

Liberman, A. M., P. C. Delattre, F.S. Cooper, and
L. Gertsman. "The Role of Consonant-Vowel
Transitions in the Perception of the Stop and

Nasal Consonants," Psychological Monographs:

General and Applied, %XVIII, No. 8 (1%543, 1-13.
Liberman, A. M., K. S. Harris, H. S. Hoffman, and B. C.

Griffith. "The Discrimination of Speech Within

and Across Phoneme Boundaries," Journal of
Experimental Psychology, LIV (1957), 358-368.

Licklider, J. C. R. "The Manner in Which and the Extent
to Which Speech Can Be Distorted and Remain
Intelligible,” Cybernetics: Transactions of
the Seventh Conference. Edited by H. V.
Foerster. New York, 1950, 58-122.

Licklider, J. C. R. and G. A, Miller. "The Perception
of Speech," Handbook of Experimental Psychology.
Edited by S. S. Stevens. New York, 1951, 1040-
1074. :

Licklider, J. C. R. "On the Process of Speech Perception,”
JASA, XXIV (1952), 590-594.

Lisker, L. "The Distinction Between [ae] and[f]: A Problem
in Acoustic Analysis," Lg, XXIV (1948), 397-407.

Lisker, L., F. S. Cooper, and A. M. Liberman, "The Uses
of Experiment in Language Description," Word,
XVIII (1962), 82-106. -

MaZavariani, M. V. "On the Relationship Between Mathe-
matics and Linguistics," Linguistics, No. 5,
May, 1964, 25-34.

Malmberg, B. "Le probldme du classement des sons du
language," SL, VI (1952), 1-56.

Malmberg, B. La Phonétique. (collection "Que sais-je?")
Paris: Presses Universitaires, 1954.

—

Malmberg, B. "Distinctive Features of Swedish Vowels,"
For Roman Jakobson. The Hague: Mouton & Co.,

7956, 516-321.

Prory



109

Malmberg, B. "Les voyelles suddoises et la notion de
' fermeture' vocalique,'" SL, XIII (1959), 49-61.

Malmberg, B. "Sprékljuden ur akustik och auditiv synpunkt, "
Nordisk Audiologi, X (1961), 7-17.

Malmberg, B. "Levels of Abstraction in Phonetic and
Phonemic Analysis," Phonetica, VIII (1962),
220-243.

Malmberg, B. Phonetics. New York: Dover Publications,
Inc., 1963.

Malmberg, B. Structural Linguistics and Human Communica-
tion. (Kommunikation und Kybernetik in
Eingeldarstellungen. Band 2.) Berlin: Springer-
Verlag, 1963.

Malone, K. "The Phonemic Structure of English Monosyll-
ables," AS. XI (1936), 205-218.

Marckwardt, A. H. "An Experiment in Aural Perception,"
The English Journal, XXXIII (1944), 212-214.

Marckwardt, A. H. "Phonemic Structure and Aural
Perception," AS, XXI (1946), 106-111.

Marckwardt, A. H. American English. New York: Oxford o
University Press, 1958.

Martinet, A. "Neutralisation et archiphonéme," ICLP,
VI (1936), 46-57.

Martinet, A. "ﬁquilibre et stabilité des systdmes
phonologiques," Transactions of the Third
International Congress of Phonetic Sciences,

(1939), 30-34.

Martiret, AA nOu en est la phonologie?" Lingua, I (1948),
34-58.

Martinet, A. "Le double articulation linguistique,"
TCLC, V (1949), 30-37.

L, |
Martinet, A. Economie des changements phoné%iques.
Berne: A. Franke, 1955.

Martinet, A. Phonolo as Functional Phonetics. Oxford:
Basil BIacE%eTI, 1955.




110

Martinet, A. Elements of General Linguistics. Chicago:
The University of Chicago Press, 1964. (Trans-
lated by Elisabeth Palmer from the French:

Eléments de linguistique générale. Paris: Max
Teclerc et Cie., 1960.)

McDavid, R. I. Review of D. Jones, The Phoneme, in Lg,
XXVIII (1952), 377-386.

McQuown, N. A. Review of Heffner, General Phonetics, in
Lg, XXVII (1951), 344-362.

Menzerath, P. and A. de Lacerdo. Koartikulation, Steuerung
und Lautabgrenzung. Berlin-Bonn: 1933.

Miller, G. A. "Sensitivity to Changes in the Intensity of
White Noise and its Relation to Masking and

Miller, G. A. ILanguage and Communication. New York:
McGraw-Hill Book Co., Inc., 1951.
Miller, G. A. "Speech and Languaée," Handbook of Experi-

mental Psychology. Edited by S. S. Steveuns.
New York: Wiley, 1951, 789-810.

Miller, G. A, "Psycholinguistics," Handbook of Social Psych-
ology. Edited by G. Lindsay. II. Cambridge, Mass.:
Addison-Wesley, 1954, 693-708.

Miller, G. A. and P. E. Nicely. "An Analysis of Perceptual
Confusions Among Some English Consonants," JASA,
XXVII (1955), 338-352.

Mol, H. and E. M. Uhlenbeck. "The Analysis of the Phoneme in
Distinctive Features and the Process of Hearing,"

Lingua, IV (1954), 167-193.

Mol, H. and E. M. Uhlenbeck. "Hearing and the Concept of
. the Phoneme," Lingua, VIII (1959), 161-185.

Mol, H. "The Relation BetWeen Phonetics and Phonemics,"
Linguistics, No. 1, October, 1963, 60-T74.

Mol, H. "The Relation Between Phonetics and Phonemics as one
of the Aspects of the 4th International Congress of
Phonetic Sciences , Helsinki, 1961," Linguistics,
No. 7, July, 1964, 55-62.

Montanus, P. Bericht van een Niewe Konst, genamt de Spreec-
konst. Delft: Pietersz vvaalpot, i635.



Nordh jem,

O'Connor,

O'Connor,

Osgood, C.

Osgood, C.

Osgood, C.

Palmer, L.

Percival,

Perett, W.

Peterson,

Peterson,

Peterson,

Peterson,

Peterson,

111

B. The Phonemes of English. Copenhagen:
G. E. C. Gad, Publisher, 1960.

J. D. Review of Trager and, Smith, Outline of
English Structure, in Le maitre phonétigue,
3rd series, No. 96 (19571).

J. D. and J. L. M. Trim. "Vowel, Consonant,
and Syllable--~A Phonological Definition,"
Word, IX (1953), 103-122.

E. "A Psycholinguistic Analysis of Decoding
and Encoding Process," IJAL, XIX, No. 2 (1953),
Supplement.

E. and T. A. Sebeok (eds.). Psycholinguistics:
A Survey of Theory and Research Problems.
(Indiana University Publications in Anthropology
and Linguistics.) Issued as Memoir 10 of IJAL,
XX (1954).

E. "Psycholinguistics," Pszcholo%z: A Study
of a Science. Edited by S. Koch. . ew York:
McGraw-Hill, 1963, 245-316.

R. An Introduction to Modern Linguistics.
London: MacMillan and Co., 1936.

K. "A Problem in Competing Phonemic Solutions,"
Lg, XXXVI (1960), 383-386.

Some Questions of Phonetic Theory. Cambridge:
1919.

G. E. "Phonetic Value of Vowels," Lg, XXVII
(1951), 541-553.

G. E. and H. L. Barney. "Control Methods Used
in a Study of the Vowels," JASA, XXXIV (1952),
175-184- v ,

G. E. "The Information Bearing Elements in
Speech," JASA, XXIV (1952), 629-636.

G. E. and M. S. Coxe. "The Vowels [e] and [o]
in American English," QJS, XXXIX (1953), 1-9.

G. E. "Phonetics, Phonemics, and Pronunciation:

Spectrographic Analysis," Georgetown University

Monograph Series on Language and Linguistics,
onograph No. 6, 1954.




112

Peterson, G. E. "The Discrete and the Continuous in the
Symbolization of Language," Studies Presented
to Joshua Whatmough. 1957, 209-218.

Peterson, G. E. and H. L. Barney. "Control Methods Used in
a Study of the Vowels," JASA, XXIV (1952), 175-184.

Peterson, G. E. and F. Harary. "Foundations of Phonemic-
Theory," Proceedings of Symposia in Applied

Mathematics: Structure of Language and its

Mathematical Aspects, XIT 219515, 139-165.
Peterson, G. E. and J. R. Hanne. "Examination of Two

Different Formant-Estimation Technigques," JASA,

XXXVIII (1965), 224-228,

Pierce, J. E. "Phonemic Theory and the Analysis of
English Syllabic Nuclei," Linguistics, No. 7,
July, 1964, 63-82.

Pierce, J. S. "The Phonemes of English," Linguistics,
No. 17, 1965, 36-5T7.

Pike, K. L. Phonetics. Ann Arbor: University of Michigan
Press, 1943

Pike, K. L. The Intonation of American English. Ann
Arbor: University of Michigan Press, 1945.

Pike, K. L. Phonemics. Ann Arbor: University of Michigan
Press, 1947.

Pike, K. L. "On the Phonemic Status of English Diphthongs,"
Lg, XXIII (1947), 151-159.

Pike, K. L. "More On Grammatical Prerequisites," Word,
VIII (1952), 106-121.

Pike, K. L. "Operational Phonemics in Reference to
ginggistic Relativity," JASA, XXIV (1952),
18-625. ,

3 Parts. Preliminary Edition.

Pike, XK. L. Lan .
’ Santa Ena, California: Summer Institute of
Linguistics, 1954-1960.

Pike, K. L. "Interpenetration of Phonology, Morphology,
and Syntax," Proceedings of the Eighth Inter-
national Congress of Linguists. 0Oslo: Oslo
University Press, 1958, 363-374.




113

Pike, K. L. and E. V. Pike (eds.). Live Issues in Descrip-
tive Linguistics. 2nd Edition. Santa Ana, ‘
ﬁaIifornia: Summer Institute of Linguistics, 1960.

Pilch, H. Phonemtheorie. I. Teil. Basil: S. Karger, 1964.

Polivanov, E. "La perception des sons d'une langue
&trang®re," TCLP, IV (1931), 79-96.

Potter, R. K. and others. Visible Speech. New York:
Van Nostrand Co., 1947.

Potter, R. K. and G. E. Peterson. "The Representation of
Vowels and Their Movements," JASA, XX (July, 1948),
528~535.

Potter, S. Modern Linguistics. London: André Deutsch,
1957.

"Principes de transcription phonologique," ICLP, IV
(1931), 323-326.

Principles of the International Phonetic Association.
Tondon: International Phonetic Association, 1949.

"Projet de terminologie phonologique standardisée," TCLP,
Iv, (1931), 309-3253. -

Pulgram, E. Introduction to the Spectrography of Speech.
's-Gravenhage: Mouton & Co., 1959.

Reeds, J« A. and S-Y. Wang. "The Perception of Stops After
s," Phonetics, VI (1961), 78-81.

Robinson, R. "Vox Audienda, or the Elements of Mans Voice,"
The Art of Pronuntiation. London: Nicholas Okes,
1617. (Reprinted, edited by E. J. Dobson, as
The Phonetic Writings of Robert Robinson, 1957.)

Rosetti, A. "Son-type et phondme," Linguistics, No. 1,
- October, 1963, 58-59.

Rositzke, H. A. "Vowel-Length in General American Speech,"
Ig, XV (1939), 99-109.

Rousselot, P. J. Principes de phonétique expérimentale.
New Edition. aris: 1924.

Russell, G. O. The Vowel. Columbus, Ohio: Ohio State
University Press, 1928,




114

Sapir, E. "Sound Patterns in Language," Lg, I (1925),
37-51.

Sapir, E. "The Psychological Reality of Phonemes," 1933.
Reprinted in Selected Writings of Edward Sapir.
Berkeley and Los Angeles: University of Cali-
fornia Press, 1949, 46-60.

Sapon, S« M. and J. B. Carroll. "Discriminative Percep-
tion of Speech Sounds as a Function of Native
Language," General Linguistics, III (1958),
62-72 .

Saporta, S. (ed.). Psycholinguistics. New York: Holt,
Rinehart and Winston, 1961.

Schacheter, P. "Phonetic Similarity in Tonemic Analysis,"
Lg, XXXVII (1961), 231-238.

Seripture, E. W. The Elements of Experimental Phonetics.
New York: 1902.

Sebeok, T. A. and C. E. Osgood (eds.). Psycholinguistics:
A Survey of Theory and Research Problems.
Bloomington, Ind.: Indiana University Press,

1965.
Sebestyen, G. S. Decision-Making Processes in Pattern
Recognition. MNew LOrK: MacMillan, 1962.

Shannon, C. L. and W. Weaver. TIThe Mathematical Theory of
Communication. Urbana: University of inois
Press, 1949.

Shoup, June E. "The Phonemic Interpretation of Acoustic-
Phonetic Data," Unpublished Ph.D. dissertation,
University of Michigan, 1964.

Siertsma, %. "Probiems of Phonemic Interpretation II:
ong Vowels in a Tone Language," Lingua, VIII
(1959), 42-64. ’

Sievers, E. Grundzlige der Phonetik. Leipzig: 1893. (In
Bibliothek indogermanischer Grammatiken, I.)
Sivertsen, E. Proceedings of the Eighth International

Congress of Linguisis. 0Oslo: 0810 University
Press, 1958.




115

Skinner, B. F. Science and Human Behavior. New York:
The MacMillan Company, 1953.

Sledd, J. Review of Trager and Smith, An Outline of
Eneglish Structure: and of Fries, The Structure
E?EEEEHEEETTTEETEE, XXXI (1955), 312-345.

Sledd, J. "Some Questions of English Phonology," Lg,
XXXIV (1958), 252-258.

Sledd, J. A Short Introduction to English Grammar.
chicago: ocott, Foresman, 1959.

Smith, J. E. and L. Klem. "Vowel Recognition Using a
Multiple Discriminant Function," JASA, XXXIITI

(1961), 358.

Sgrensen, H. S. "The Phoneme and Phoneme Variant," Lingua,
IX (1960), 68-88. ~

Sovijdrvi, A. and P. Aalto (eds.). Proceedings of the

Fourth International Congress of Phonetic
Mouton & Co., 1962.

Sciences, 's-Gravenhage:

Stevens, K. N. and A. S. House. "Perturbation of Vowel
Articulations by Consonantal Context: An

Acoustical Study," Journal of Speech and
Hearine Research, VI (June, 1963?, T11=-128.
Straus, 0. H. "The Relation of Phonetics and Linguistics

to Communication Theory," JASA, XXII (1950),
709-711. =

Swadesh, M.1 "?he Phonemic Principle," Lg, X (1934),
1 7- 290

Swadesh, M. "The Vowels of Chicago English," Lg, XI
(1935), 148-151. «

Swadesh, M. "Twaddell on Defining the Phoneme," Lg, XI
(1935), 244-250.

Swadesh, M. "Phonemic Contrasts," Lg, XII (1936),
298-301.

Swadesh, M. "On the Analysis of English Syllabics,"
~ Lg, XXIII (1947), 137-150. -

Swadesh, M. "The Vowels of Chicago English--Revised,"
Lg, XXIII (1947), 137-150.



116

Sweet, H. A Handbook of Phonetics. Oxford:The Clarendon
Press, 1877.

Sweet, H. The Sounds of English. Second Edition.
Oxford: 1910.

Thienhaus, E. and L. Barczinsky. "Klangspektren und
| Lautstdrken deutscher Sprachlaute," Archives
néerlandaises de phonétique expérimentale, X1

T1935), 47-69.

Torgerson, W. S. Theory and Methods of Scaling. New
York: John Wiley & Sons, .Inc., 1958.

Trager, G. L. and B. Bloch. "The Syllabic Phonemes of
English," Lg, XVII (1941), 223-246.

Trager, G. L. "The Phoneme 'Tr: A Study in Theory and
Method," AS, XVII (1942), 144-148.

Trager, G. L. Review of Pike, Phonemics, in Lg, XXVI
(1950), 152-158.

Trager, G. L. and H. L. Smith, Jr. An Outline of English
Structure. 3rd Printing. Washington: American
Council of Learned Societies, 1957.

Trager, G. L. "Phonetics: Glossary and Tables," (Studies
in Linguistics, Occasional Papers, No. 6,
Buffalo: Department of Anthropology and Ling-
uistics, 1958.

Trnka, B. A Phonological Aﬁalzsis of Present-Day Standard
Englis . Praze: adem Filosofick

ﬁmry.University Karlovy, 1935.

Trubetzkoy, N. S. "Zur allgeneinen Theorie der phono-
logischen Vokalsysteme," TCLP, I (19298,
39-67. (Reprinted in Vachek: 1964, 108-142. )

Trubetzkoy, N. S. Anleitung zu phonologischen
Beschreibungen. %Eifion du Cercle linguistique

de Prague. Brno: 1935,

Trubetzkoy, N. S. "Die Aufhebung der phonologischen
Gegensdtze," TCLP, VI %1936), 29-45. (Reprinted
in Vachek: 1964, 187-205. )



117

Trubetzskoy, N. S. Grundzlige der Phonologie. TCLP, VIT
_ (1939), (Reprint: 2. Auflage, GBttingen: Vanden-
hoeck Ruprecht, 1958,) -

Truby, H. M. "A Note on Visible and Indivisible Speech,”
Proceedings of the Eighth International Congress
of Linguists. Oslo: Oslo University Press, T958.

Twaddell, W. F. On Defining the Phoneme. (Language
Monograph, No. 1b.) Baltimore: Waverly Press,
1935.

Twaddell, W. F. "Answer to Andrade's Questions," Lg, XIT
(1936), 294-297.

Twaddell, W. F. "On Various Phonemes," Lg, XII (1936),
. 53-59'

Twaddell, W. F. "Phonemics," Monatshefte flir deutschen
' Unterricht, XXXIV (19425, 262-268.

- Twaddell, W. F. "Phonemes and Allophones in Speech
Analysis," JASA, XXIV (1952), 607-611.

Uldall, H. J. "On the Structural Interpretation of

Dipthongs," Proceedings of the Third Internation-

al Congress of Phonetic sciences (1939), 2712-276.
Elemente einer akustischen Theorie der

G.
Vokalartikulation. Berlin: springer-verlag, 1962.

University of Michigan Engineering Summer Conferences,
No. 6310. "Automatic Speech Recognition," 2
volumes. Ann Arbor: Engineering Summer Confer-
ences, The University of Michigan [College of
Engineering], 1963.

Ungeheur,

Vachek, J. "Several Thoughts On Several Statements of the
Phoneme Theory," AS, X (1935), 243-255.

Vachek, J. "One Aspect of the Phonemic Theory," Proceed-
ings of the Second International Congress O
Phonetic osciences (1930), 33-40.

Vachek, J. Dictionaire de linguistique de l'ﬁbole de Prague..
'~ Utrecht: Spectrum &diteurs, 19600.

Vachek, J.(ed.). A Prague School Reader in Tinguistics.
Bloomington: Indiana University Press, 1964.




118

Vietor, W. Flemente der Phonetik. Seventh Edition.
Leipzig: .

Voegelin, C. F. Review of Pike, Phonemics, in IJAL, XV
(1949), 75-85. -

Vogt, H. "Phoneme Classes and Phoneme Classification,”
Word, X (1954), 28-34. -

Von Laziczius, J. "A New Category in Phonology," Proceed-
of the Second International Congress of Phonetic

Sciences, 1930.

Wang, W. S-Y. "Phonemic Theory A, With Application to
Midwestern English." Ph.D. dissertation,
University of Michigan, 1960.

Whatmough, J. "Mathematical TLinguistics," Proceedings of
the Eighth International Congress of inguists.

Oslo: Oslo University Press, 1958, 02-73.

Whitehead, A. N. Science and the Modern World. New York:
Mentor Books, 1952.

Whitehead, T. N. The Design and Use of Instruments and
Accurate Mechanism. 2nd Printing. New YOTrK:

Dover Publications, Inc., 1954.

Whorf, B. J. "Phonemic Analysis of the English of Eastern
Massachusetts," Studies in Linguistics, IT

(1943), 21-40. -

Wickelgren, W. A. "Distinctive Features and Errors in
Short-Term Memory for English Vowels," JASA,
XXXVIII (1965), 583-588.

Ven Wijk, N. Phonologie. Een hoofdstuk uit de
structurele taalwetenschap. Den Haag: Martinus
Nijhoff, 1939.

Wilson, K. "The Information Theory Approach to Language
Behaviour," ®Psycholinguistics. Edited by
C. E. Osgood and T. A. Sepeck. (Reprint in
IJAL, XX, No. 4, Supplement, 1954, 35-49.)

Witting, C. "Phone et Phontme, graphe et graphéme,"
Studia Neophilologica, XXX (1960%, 320ff.

zipf, G. K. . The Psycho-Biolo of Language: An Intro-

dquction to D ic Pnilology. Boston: Houghton
Mifflin Co., %935.




119

zipf, G. K. Human Behavior and the Principle of TLeast
Effort. Cambridge, Mass.: 1949.

Zwaardemaker, H. C. and L. P. N, Eijkman. Leerboek der
Phonetik. Haarlem: Erven F. Bohn, 1923.

zwirner, E. "Phonologie und Phonetik," Acta Linguistica,
I (193%9), 29-48.

Zwirner, E. "Phonologische und phonometrische Probleme
der Quantitdt," Proceedings of the Third Inter-
national Congress of Phonetic Sciences. (1939),
57-06.

Zwirner, E. "Beziehungen der Phonemtheorie Trubetzkoy
zur Phonetik," Wiener Slawistisches dJahrbuch,

XI (1964), 56-T3.




